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ABSTRACT

As applications become larger and more complex, it is frequently the case that system com-
ponents require varying models of computation. The use of different computational models is not
well supported by standard object-oriented mechanisms and systems. Typical mechanisms implic-
itly encapsulate meta-level (i.e., computational) semantics along with the base-level (i.e., domain)
behaviour. Objects defined using one model cannot easily be executed under another and so cannot
be reused. A major problem is the inclusion of base-level language constructs in the meta-level
architecture design. Meta-levels typically only facilitate concepts which are similar to those in
the original base-level language and so cannot describe widely differing models of execution. We
present a meta-level architecture founded on the novel principle of fine-grained, operational de-
composition of the meta-level into objects. Unlike others, our approach bases the design of the
architecture on the operations which occur during object execution (e.g., send, lookup) rather than
the structural nature of an object’s representation (e.g., class, method). This clearly separates the
elements of the meta-level from those of the base-level language and so opens the meta-level to
more radical change. The power of this approach is shown via several markedly different object
models and their combination and non-intrusive application to user code. We detail how computa-
tional domains are completely altered with almost no modification of the original application code
or its semantics. This capability is applied to real-world problems in object reuse, object behaviour
investigation and in novel application design. Detailed examples relating to distributed computing
and object communication are presented. Itis shown that this approach to meta-level design is more
open and flexible, and better supports the application of common software engineering practices
(e.g., encapsulation and reuse) to the components of the meta-level — Properties desired by anyone
designing complex systems.
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Chapter 1

Introduction

With the widening acceptance of object-oriented design and computing, the demands placed on
software developers are changing. One of the promises of object-oriented computing is highly
modular and reusable packages of functionality (e.g., class libraries). The traditional strategy for
realizing this is theblack box The black box view holds that, class libraries are opaque to the
user/client who does not need to see inside the box to solve their problems. In practice, this is not
always possible or desirable.

Consider someone wishing to migrate their existing applications from a uniprocessor environ-
ment to a distributed environment? Should they have to rewrite a large part of their system to
accommodate the change in computational models? The typical view of objects as encapsulators
of domain and computational behaviour says, “Yes, programmers must open the whole black box
to change part of it.”.

The more general issue is that library designers cannot know or guess all possible uses of the
classes they build. By enforcing the black box paradigm on our software modules, we are forcing
users to conform to the designer’s view of the world. This often requires them to leap through very
high hoops to do relatively simple things. In many cases we want to reuse and object’s semantics
but not necessarily its computational behaviour.

It may seem exotic to assume that objects will really be placed in such situations but as system
scope grows wider and deeper, the nature of the computational landscape changes. It becomes
more diverse and dynamic. Requirements for the same objects to run on mainframes, large-scale
multiprocessors, workstations, embedded controllers and personal digital assistants (PDAs) exist
today and the spectrum will only widen in the future.

Looking at the same problem from a different point of view we see that ideally, (sub)systems
are designed in whatever computing paradigm best suits their requirements. Unfortunately, what
is good for one part of a large or complex system may not be appropriate for another. Furthermore,
what is good at one point in time is not necessarily good at the next. Designers cannot accurately
predict the actual or best behaviour of their application elements when combined. For the most
part, they cannot even see a way to combine elements from radically different domains.

While many software development environments support the design and prototyping of an
object’s domain behaviour, in this new, larger scoped world, designers of both class libraries and
applications need support for designing their objectshputationabehaviour. Unfortunately, the
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computational behaviour of an object is generally hidden in the language environment or is defined
inside the object’s black box.

These situations lead to a requirement for an explicit representation of an object’s computational
model. Given this, interaction between objects using disparate styles is facilitated by interfacing the
computational models. Moreover, given a generalized framework for modeling these behaviours,
much of the work of their combination and interaction is eliminated. New models are created to
suit evolving demands.

The idea of separating implementation from semantics is not completely newparame-
terizationavailable in systems like the Mach Virtual Memory manager [45] amdotations(or
pragmas in languages like High Performance Fortran (HPF) are but two examples. Parameter-
ization allows users to adjust the implementation by changing tolerances or strategies within the
framework of a particular implementation. Annotations are used to change the implementation
strategy itself. Regardless of the approach, the key is a clear and explicit exposure of the compu-
tational concepts which is independent of domain semantics.

This is the goal of researchers in meta-level architectures and reflective computing. One of the
fundamental tenets of this work is that the so-cabledelevel (domain semantics) amdetalevel
(computational semantics) descriptions of an object are distinct but causally connected. They run
different code, have different environments and different subject matter, but changes at the meta-
level affect the execution of the base-level. The base-level defines the domain-specific behaviour
of the object while its meta-level defines the computational behaviour of the base-level. This causal
connection is what helps us maintain sanity in these systems and is the basis for the distinction
between the levels.

Many people have been unknowingly using this approach for years. Recently there have been
attempts to codify these ad hoc practices and the work in meta-level architectures and reflection.
The result is the emerging field @pen implementation82]. Open implementations trade-off
the clarity and simplicity of the black-box model and the freedom and flexibility of more open
but less protected systems. They allow designers to expose, in a controlled way, the underlying
implementation of their objects. The implementation can then be manipulated by the user to better
conform to their situation.

The general goals of an architecture for open implementation are:

Separation The implementation of an object must be explicitly exposed and clearly distinguished
from the object’'s domain-specific behaviour description.

ExpressivenessThe expression of a wide range of computational behaviours must be supported.

Extensibility Unanticipated computing patterns must be facilitated and integrated in a seamless
way.

Programmability The architecture as a whole must follow and support standard software engi-
neering concepts such as frameworks and reuse. It must also limit its intrusion on both the
host environment and the base-level code.

Much of the work in meta-level architectures and reflection has gone into the base- and meta-
level separation. As a result, most architectures provide a clean and discernible interface between
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the two levels while the remaining three goals are not completely supported. This is unfortunate
since meta-levels are potentially complex pieces of software. They could benefit greatly from the
inclusion of better engineering support.

1.1 Existing architectures

Building open meta-level architectures is particularly challenging because of the diversity of be-
haviours (e.g., kinds of message sending) we wish to describe while maintaining a uniform base-
level view of object behaviour (e.g., the existence of message sending in the system). Without the
support of sound software engineering techniques, the meta-level becomes confused and unman-
ageable. Base-level programmers may benefit from the architecture but meta-level programmers
will find it wanting.

Most of the current architectures are expressive and extensible but in restricted senses. The
main problem is that they reify only the physical concepts which exist in the base-level language
(e.g., classes, methods, slots, etc.). We call thigpedownapproach. The top-down approach has
a number of positive attributes. The restricted domain allows the meta-level programmer interface
and use-patterns to be simple, clear and well-defined. Implementations can take advantage of
this to make earlier, more efficient strategy choices resulting in performance improvements. The
overhead to programmers is reduced as much of the configuration and administration work is done
by the system.

Despite these benefits, top-down models also suffer due to their restriction. Their expressiveness
is limited to concepts which are in the original language system. Many do not provide facilities for
significant extension. Concepts or behaviours which are not in the original design cannot (easily)
be added. Consider the case shown in Figure 1.1 where an object wishes to vary its message passing
mechanism based on the identity or type of the message receiver. (See Section 4.3 for a real-world
instance of this problem.) In the figure, the code for obfmirce sends thdoo message to the
objectsDest1 andDest2. foo messages sent festl should be handled normally whifeos sent
to Dest2 should be modified in some way to f++ messages.

Destl ,
foo
)Source,

Destl foo. foo++

Dest2 foo
Dest2 ,

Figure 1.1: Receiver dependent message sending

The non-meta-level solution to this problem is to embed the desired behaviour in the base-level
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program. This is approach restricts the reuse of the object in different situations. It also requires
considerable effort on the part of the programmer (to add the required control structures) and clutters
the domain code with behaviour code.

The meta-level approach is to implement the different sending mechanisms at the meta-level
and then implicitly or explicitly determine which to use from the base-level. Depending on the
architecture, this may or may not be easy. Many languages have only one notion of message
sending and their meta-levels do not provide any facilities for its modification — Message sending
is a given constant for that language. Languages and meta-level architectures such as the CLOS
MOP, Smalltalk and C++ are examples of this. Since message sending is not explicitly reified, the
best we can do is teetro-reify them.

An example of retro-reification is shown in Figure 1.2. Here we have the same message sending
situation as in the earlier example but n8aurce’s andDest2’'s meta-levels are shown. Note that
Destl is not relevant here and so is not shown. Retro-reification is implemented by observing
that message reception can always be reified simply by intercepting arriving messages. Taking
advantage of thifest2's meta-level is modified to trafvo messages and pass them back to the
sender’s meta-level for possible modification by its message sending operation.

Source modify Dest2
meta v %7 __  meta

:

hook
foo
foo++
)Source, ¢
w/—ﬂ Destz}
Destl foo. E—
Dest?2 foo

Figure 1.2: Retro-reification

When thefoo message arrives d@est? it is trapped by the meta-level and passed back to
Source’s meta-level.Source’s meta-level checks the message and its receiver and determines that
a modification is required. Thieo message is modified into tHeo++ message which is finally
passed t@est2.

While this approach works, it has a number of drawbacks in addition to begin somewhat indirect
and confusing. The first is that we must know all possible receivefsoahessages and modify
their meta-levels to retro-reify (i.e., trap) the sending of those messages. This incurs overhead on
all sends offoo regardless of whether or not modification is required. It also requires the ability
to describe instance-specific behaviour (i.e., modify Resit2’s behaviour). This is quite difficult
in systems like the CLOS MOP because the CLOS language implementation is based on method
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invocations rather than message sends. The CLOS language model does not include facilities for
object-specific behaviour specification.

Retro-reification is an issue only where message sending is not explicitly reified by the system’s
meta-level. This is typical of non-concurrent systems which have no particular need for different
kinds of message sending. Concurrent systems on the other hand, typically provide reifications of
sending, in the form of a method on some meta-level object. This approach suffers from engineering
and scalability problems.

Figure 1.3 shows a typical meta-level with the send operation reified as methods. Note that the
send operation’s lasting state (if any) is maintained in instance slots of the metaobject itself. The
figure shows this approach applied to the message sending problem discussed above. The different
behaviours are implemented in different methadsdl andsend2, on the metaobject.

L add1l
sendi——=— | a

= {a)

remove2

) Destl,
Source
Destl foo. ) DeStZ‘
Dest2 foo —_

Figure 1.3: Receiver dependent sending implemented with methods

H

While this approach works for small numbers of behaviours, it does not scale well. For example,
we see in Figure 1.3 thaénd1 andsend2 each have independent state vectors required to describe
their behaviour. Since the send operations are methods on some metaobject, these state vectors are
held in instance slots of the metaobject. As such, the methods for modifying and maintaining the
state vectors must also be added to the metaobject 4ddj., remove2).

In addition to simple naming problems related to having many methods and slots with similar
purposes, there is the issue of duplicate code and behaviour management. In many cases the send
related methods are very similar or identical. The primary difference is in the values in the state
vectors they manipulate. As such, these methods @ldl,andadd?2) are largely duplicate code.

Further, the maintenance and infrastructure methods are logically part of their related send
operation but are not physically represented as such. They are simply methods on some metaobject.



CHAPTER 1. INTRODUCTION 6

Manipulating operations as whole, consistent modules is not supported. All of these problems are
exacerbated when we consider that typical metaobjects describe several different operations (e.g.,
sending, receiving and queuing). Each of these has its own state vector and infrastructure methods.
Combining these on one (or a small number of) metaobject(s) makes the meta-level a cluttered and
confusing place.

Fundamentallynethodsre not suitable structures for describing meta-level operations. Meth-
ods simply do not provide the infrastructure and abstraction necessary for describing more than
very simple behaviours. They do not directly support reuse, combination or composition. They
are not suitable units of encapsulation for engineering the meta-level.

1.2 Our approach

Objects on the other hand do provide the necessary abstractions and infrastructure for describing
complex interactions. While objects are generally used in meta-level architectures, we claim
that their coarse-grained top-down application restricts the overall scope and usefulness of the
architecture.

In contrast, we take a fine-graindmbttom-upapproach. Rather than starting with and then
opening particular base-level language elements (e.g., classes), we start by describing the basic
elements of generic object behaviour (e.g,. message sending, state). We then provide infrastructure
for composing these behaviours into specific object models. This is very much related to basic
concepts in object-oriented software engineering — decompose a specific problem into generic
components and then compose the pieces to solve the problem. From this comes both a solution
to the problem and a set of components which can be used in other solutions.

Using the bottom-up approach we have developed CodA[27], a meta-level architecture capable
of describing a wide range of object behaviour models. CodA can be thought of as a generic object
engine framework in which users define, on a per-object or even per-use basis, how objects behave
computationally. Our approach is summarized in the following statement:

The CodA meta-level architecture is based on an operational decomposition of meta-
level behaviour into objects and the provision of a framework for managing the resul-
tant components.

This statement captures the architecture’s three major principtesational decompositign
decomposition into objectndprovision of a frameworkWe claim that following these principles
in designing the meta-level is novel and that it leads us to a system which is more capable and
more expressive than existing systems. Furthermore, these principles directly support the general
meta-level design goals as set out above.

An operational decomposition is a factoring of the meta-level by operation (e.g., message
sending or method lookup) rather than physical entity or programming language element (e.g.,
evaluator or class). Each meta-level operation which occurs during the execution of an object is
treated as a separate element of the meta-level. The focus is on the dynamic rather than static
structure of the system. That is, on what occurs not how it is organized.
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Typical decompositions seek to represent the physical structure of a system (e.g., how its
objects are defined and organized). As we saw with the message sending example above, this leads
to meta-levels in which we cannot easily express unanticipated dynamic behaviours. In addition,
by focusing on particular language elements, these architectures further limit their expressiveness.
For example, architectures which use only classes as the unit of object description do not admit the
description of prototype-based object behaviour. We can design an architecture which specifically
facilitates both classes and prototypes but then there will be some third notion which does not fit
either mold and so cannot be integrated.

By focusing on execution operations, we avoid these issues and get at the very essence of
an object — its executional semantics. All objects, regardless of their structure, configuration
and base-level semantics, reduce to the same common set of basic conceptual operations (i.e.,
primitives). The definitions of these operations may differ but if the operational concepts are
simple/basic enough, we can capture all elements of common languages.

It can be said that other systems reify the operational side of object behaviour because they
define meta-level methods which describe the operations. As we saw above, this approach is
severely flawed with respect to the engineering of the meta-level. We apply object encapsulation
to the meta-level in a bottom-up fashion. Each of these operational descriptions is individually
encapsulated in a distinct object at the meta-level. The result is a reification of object behaviour in
which each operation has clearly defined responsibilities and interfaces, and can exist in relative
independence of other operations.

This closely matches the needs of sound object-oriented software engineering practice: Factor
out common attributes, create objects for each factor and then compose these objects into appli-
cations. The only difference here is that our ‘applications’ are object models which describe the
behaviour of objects. That is, the meta-level is just an application whose domain happens to be the
behaviout of objects.

Applying this approach to the message sending problem above, we take the send method, its
associated state vector and maintenance methods and group them togetheséndboject as
shown in Figure 1.4. The definition of this operation is then instantiated multiple times and used
in different contexts and for different objects. The figure shows one instance of the same kind of
Send used to handle each of the sending behaviourSdarce.

Unfortunately, the simple creation of fine-grained operational meta-level objects is not enough.
Larger-grained structural (i.e., traditional) decompositions provide users with abstractions which
closely match the concepts they manipulate while programming (e.g., classes, inheritance). While
beneficial for initial understanding and ease of use of the meta-level, this technique is not fully
extensible. New operations which span the responsibility borders of these implicit abstractions
or perhaps do not fall within the domain any existing abstraction, have no clear host object at
the meta-level. Such operations tend to be ‘tacked onto’ or ‘spread over’ somewhat inappropriate
meta-level objects.

The operational approach removes these abstractions to gain generality but in doing so, leaves
the programmer in a sea of meta-level objects with no organizational infrastructure. To take the
place of the implicit abstractions found in most systems, we add a generic framework for organizing

lWe use the term ‘behaviour’ to denoew an object acts as opposeddat it does and so by nature,
‘behaviour’ is a meta-level concept.
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Figure 1.4: Receiver dependent sending implemented with objects

H

the meta-level. The most important feature of the framework is that it is free of semantics. It is
uniform. All operations are created equal and are treated the same way. There is no confusion or
ambiguity as to where operations are described or how they are managed. They are all hosted by
objects of their own and structurally managed by a distinct framework. Arbitrary extension is easy
because there are no semantics attached to the structure. Such frameworks are fast becoming a
standard object-oriented software engineering tool. We apply it here to managing object behaviour
at the meta-level.

Throughout this document we show that by following the three principles outlined above (i.e.,
(1) operational decomposition (2) into objects and (3) the provision of a framework), we can meet
our goals of creating an expressive, extensible and programmable environment in which to describe
an object’s computational behaviour as distinct from its domain behaviour. Furthermore, we show
that because this approach supports a wide range of object behaviours and can be closely integrated
with existing language systems, we can provide an environment for exploration and experimentation
in many behaviour domains.

1.3 Meta-level applications

Key to demonstrating the usefulness and expressiveness of our architecture are the descriptions
of several diverse object models, in particular, those related to communica@atsdObjects)

and distribution DistributedObject, ReplicatedObject and MigrantObject). These models repre-

sent non-trivial changes to standard object behaviour and are motivated by real-world application
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requirements.

The models related to distributed computing create an environment which equals dedicated
distributed languages in terms of sophistication but far outstrips them with respect to generality.
The distribution components and models are largely orthogonal to normal object computation and
so can be completely integrated with the underlying implementation environment in an seamless
way. Very few existing systems employ explicit meta-level architectures as the basis of their
system design. We claim that this approach, and primarily, the ability to change arbitrary objects
into distributed (e.g., replicated, migrated) objects without affecting their semantics, is a major step
forward in design and building of distributed systems. In addition to using these facilities for the
creation of a completely transparent distributed Smalltalk sysignme demonstrate the benefits
of our approach both in the areas of behaviour investigation and execution domain changes.

Tj incorporates the full power of our meta-level architecture and adds distributed computing
specific mechanisms. The use of this general architecture is warranted because describing dis-
tributed object behaviour is more than just implementing remote referemge®istributedObject
model contains comprehensive notions of object spaces, machines, topologies, remote references
and object marshaling. Further models describe replicated and migratory objects. These mech-
anisms are implemented in an open and extensible way so as to accommodate user changes and
additions. The mechanisms themselves are reified as meta-level components and provide a place
to define both their implementation and their use (i.e., policies).

To be able to effectively investigate object behaviour we must be able to view and modify
application object implementations. The provision of an explicit meta-level decomposed opera-
tionally clearly and decisively separates the base-level semantics from the meta-level operations
and policies. As aresult, application behaviour can be changed with very little impact on base-level
code and semantics. We present an N-Body problem solver application to demonstrate how this is
done and show how effective a tool this technique can be.

In addition to behaviour investigation, there is also a large demand for computational domain
changes or adaptation. For example, many people have large bodies of code (e.g., class libraries)
which are targeted at a particular execution environment or architecture (e.g., sequential, uni-
processor). The spread of distributed and multiprocessor machines call this restriction into question.
Application builders would like to be able to effectively reuse their class libraries in these new
environments without major changesto the original code. The transparency and integration of CodA
andTj enables this. We show that applications written for single processor (i.e., non-distributed)
environments can be modified to run in distributed environments with almost no disruption of the
application itself.

In a different vein, work withPortedObjects (see Chapter 4) and the Vibes application (see
Section 7.3) demonstrates the building of an application which is based on the capabilities of an
advanced meta-level architecture. The Vibes problem domain, data analysis, is best served by a
dataflow architecture but the desired generality of analysis techniques motivates us to allow the
use of generic objects in the analysis graph. The tension between these two demands is broken
by enabling the modification, at the meta-level, of arbitrary objects to have dataflgvarted
behaviour. Using this facility, we design and build an analysis system in which analysts compose
everyday (and special-purpose) objects to create specific analysis systems. This gives Vibes a
major advantage over dedicated analysis systems in which analysts must explicitly program analysis
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objects rather than simply reusing existing libraries.

Such power is a direct result of our architecture’s explicit reification of object computational
semantics separate from base-level semantics which is in turn facilitated by our unique approach to
meta-level factoring — operational decomposition. The operational approach is shown to produce
a clearer separation of, and a wider scope for, behaviour description.

Architectur Behaviours

Send .
Accept ——— 13 portedObjects—
S
Receive 7

Infrastructure Queue > N-Body

. n74:(:oncurrent0bjects ><
Execution—
Expert

Object Models Applications

| > Vibes

CodAObject|  protocol— |

—3 classes

State— | : | __— System

MetaComponefit Marshaling—__{, DistributedObject;

Mlgrat:lon Replication

Figure 1.5: Project overview

An overview of CodA,Tj and the developed object models and applications is shown in Fig-
ure 1.5. On the far left are the fundamental building blocks of our system — Abstract reifications
of the main meta-level concepts and the infrastructure for performing meta-level operations. Using
this framework we developed a number of meta-components, some optional, some required, which
realize our operational decomposition of the meta-level. These components are combined into
object models, or coherent definitions of object behaviour. Finally, using the developed frame-
work, components and models, we demonstrate the capabilities and expressiveness of the system
by implementing or modifying the behaviour of various real applications.

1.4 Contributions

The main contributions of our work come in two broad categories; conceptual and practical. The

conceptual contributions add ideas to the base of meta-level architecture theory while the practical
contributions add experience to the current practice in employing meta-level architectures. The
contributions in both areas are outlined below.

1.4.1 Conceptual contributions

Fine-grained operational decomposition into objects
CodA employs a novel strategy for structuring the meta-level; operational decomposition.
Most other systems use a structural approach which results in larger-grained meta-levels
which are closely tied to the base-levels they represent. In CodA, metadpgsdtions
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are abstracted into concrete objects. These components are fully independent fine-grained
objects with clearly defined interfaces and properties. They support composition, reuse and
other common software engineering concepts.

Framework for extension
The CodA architecture contains a generic framework for managing the components of the
meta-level. This infrastructure is independent of the behaviours being described. It is fully
extensible. Additional components can be added and existing components can be modified
or have their implementations combined. Other systems have either no real framework or a
specific architecture which admits only certain kinds of behaviour description.

Meta-level engineering

The framework for behaviour extension scales up to the combination of entire object models.
Object models abstract higher-level behavioural concepts from the lower-level operations
which are the foundation of the architecture. Object models are constructed by the spec-
ification of constraints on relevant behaviours. Models are combined by merging these
constraints. This approach inherently supports; the easier identification of points of con-

flict between models, isolation of the effects of changing individual behaviours, increased

reusability of components derived from the combination of object models and easier/explicit

management of the behaviour space.

Complete integration with a standard programming language/environment
We have implemented CodA in, and integrated it with, a standard, industrial quality Smalltalk
system. Though the CodA architecture itself is independent of any particular language fea-
tures, the Smalltalk implementation matches closely the underlying object system and virtual
machine. Users retain all of the power of the Smalltalk programming environment (e.g.,
classes, browsers, inspectors, debuggers) and gain the ability to modify object behaviour on
a per-use, per-object, per-class or global basis. Virtually any Smalltalk object can be manip-
ulated in this way. CodA modifications to meta-level behaviour descriptions are transparent
to users of the modified objects to the point where most of the environment’s some 1,000
classes and 6,000 methods continue to work unchanged.

The implementation of CodA in Smalltalk has given rise to a number of novel implementation
techniques. In particular, we have solved tigect-identityproblem common in systems
which attempt to extend Smalltalk runtime semantics. Novel mechanisms for prototype-
based computindguturesand dynamic message reification where also developed.

Using the architecture and developed object models, CodA has been adapted to run in dis-
tributed environment such as clusters of workstations and MPP computers such as the Fujitsu
AP1000[38]. Implicitin this is that we have developed the first industrial grade Smalltalk to
run on MPP class machines.

1.4.2 Practical contributions

Concrete examples of meta-level use
Our work gives concrete justification for and examples of meta-level use in both object model



CHAPTER 1. INTRODUCTION 12

and application design and prototyping. We present several quite different models of object
behaviour which demonstrate the power of using full scale meta-level architectures.

For example Tj contains distributed object models which rival the capabilities of existing
dedicated distributed systems such as Emerald [22]. It supports replication, migration, a
sophisticated object marshaling framework and a wide variety of messaging types in a way
which is transparent to the base-level and uniformly applied across the whole system. This
is only possible with a general architecture as CodA.

We also apply these ideas to several non-trivial applications including the entire Smalltalk
systeminwhich CodA is implemented and a commercial expert system tool which is modified
to be both concurrent and distributed (see Section 7.2). We show that using an explicit meta-
level, such changes can be done with relatively minor modifications to the base-level objects
of the original system.

Environment for exploration

Perhaps one of the most significant contributions of this work is the cumulative effect of
all these contributions gathered together into one system. Overall, CodA provides an open,
powerful and expressive software development environment for exploring and experiment-
ing with object behaviours. The architecture is based on sound object-oriented software
engineering practice and its implementation is completely integrated with a powerful pro-
gramming environment (Smalltalk). Moreover, the environment as a whole is transparent to
the user allowing full reuse of existing class libraries where applicable.

1.5 Overview

The remainder of the this thesis is organized into eight chapters and a series of appendices. Fol-
lowing immediately is a discussion of background material and related work. In this chapter we
highlight positive and negative points of past work and the general directions in which our goals
and efforts differ.

Chapter 3 presents the CodA architecture, in particular, our approach to meta-level factoring.
Object models, our mechanism for abstracting object behaviour, is detailed along with an educa-
tional example, theoncurrentObject model. Further sections discuss techniques for managing
and merging abstract descriptions of meta-level behaviour.

A detailed example of how CodA is used is presented in Chapter 4. This chapter presents
the PortedObject model for dataflow style computing. ThH®rtedObject model demonstrates the
creation of radically new paradigms through the modification of existing object behaviours.

Chapter 5 describeFj, a distributed object system built using CodA’s object models are
examples of how entirely new behaviours added to objdgtsugments all objects from the under-
lying environment with distributed computing operations such as remote referencing/messaging,
marshaling, migration and replication. Distribution is completely integrated and transparent. Our
discussion deals mostly with distributed computing mechanisms such as replication and their de-
sign using the CodA architecture. Topics such as applications and performance issues are left to
further chapters.
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Chapter 6 details the implementation and use of CodA in the Smalltalk object-oriented envi-
ronment. CodA is integrated with Smalltalk and allows CodA and Smalltalk objects to interact and
inter-operate. This chapter gives a number of concrete programming examples and insights into
the mechanisms used to support the architecture.

CodA and some of the object models we have designed are combined and applied to a set
of three problems in Chapter 7. The first application is a relatively regular N-Body problem
solver. The application is adapted to be concurrent and distributed, and the use of CodA as a
behaviour/performance investigation platform is demonstrated. The next application is the addition
of concurrency and distribution to a commercial expert system tool. Here we show the transparency,
integration and non-intrusiveness of our architecture. Finally we present a behaviour analysis
application which makes extensive use of the CodA meta-level both for data gathering and analysis.

Chapter 8 evaluates the capabilities CodA relative to a representative set of existing architec-
tures. The analysis focuses on CodA’s success (or failure) in meeting the goals and objectives
set out above. We also discuss CodA’s performance in absolute terms to show that it is usable in
addressing real issues in application and behaviour design.

A final chapter summarizes our research and relates the goals and approach to the results. We
also discuss some possible routes of future work. A series of appendices provide readers with a
more detailed view of CodA antij, their implementation and use.



Chapter 2

Background

The area of meta-level architectures, reflective computing and open implementations has received
considerable attention of late. While most of the systems related to our work have differed either
in focus or approach, they have all achieved their goals by opening or exposing the implementation
of fundamental system components. Regardless of what behaviours they describe and how they
are described, by accessing and manipulating the exposed interfaces, users modify and control the
environment in which their objects live and execute. The net result of that is the ability to adapt
objects to different and changing computational environments.

2.1 3-Lisp

The area of reflective computing and meta-level architectures really began with Brian Smith and
Jim des Rivieres’s work on 3-Lisp [11, 40]. 3-Lisp is a sequential Lisp which incorporates a meta-
circular interpreter and the ability tevel shift Level shifting is typically done via eeflective
procedurecall and allows, for example, base-level programs to shift to the meta-level and carry
out some reflective computation. The computation at the meta-level is carried out by an interpreter
which is logically distinct from that of the base-level. Level shifting is a uniform operation appli-
cable to any level (e.g., meta-level to meta-meta-level) giving rise to a logicdilyte tower of
levels or interpreters.

3-Lisp explicitly reifies code, the execution environment and the current continuation giving
meta-level programmers access to all the vital elements of Lisp execution. New language or system
constructs are added by modifying or reimplementing the interpreter for a given level (i.e., the level’s
meta-level).

This model captures the fundamentals of reflective computing and meta-level architectures.
It is however, closely tied to the Lisp model of computing. It does not address issues specific to
object-oriented computing and the framework it provides for meta-level modification and extension
is relatively unsophisticated.

14



CHAPTER 2. BACKGROUND 15

2.2 3-KRS

Carrying on from the 3-Lisp work, Patti Maes developed 3-KRS[24]. The 3-KRS language is
object-based and its meta-level was one of the first to be object-based. The 3-KRS meta-level, rather
than being a meta-circular interpreter, is represented by a senestabbjects Level shifting is
uniformly integrated into the language model using standard message sending operations. That is,
a level shiftis just a message send to, or invocation of, a metaobject. Other than open the possibility
of using standard object-oriented software development techniques, 3-KRS does not provide any
additional infrastructure for managing the meta-level. Nor does it prescribe a particular architecture
for the meta-level.

2.3 CLOS

The CLOS Metaobject Protocol (MOP) [23] came about as an attempt to unify several disparate
object models implemented in Lisp. The basic approach was to identify and reify those parts of the
various systems which were essential to defining their behaviour. By generalizing, abstracting and
finally combining these behaviours at the meta-level, a unifying framework was produced. The
architecture has six kinds of objects at the meta-level; classes, slots, generic functions, methods,
specializers and method combinations.

This model does an excellent job of reifying, in objects, the structural nature of CLOS language.
That is, the metaobjects (e.g., classes, slots, etc.) are derived directly from structures that program-
mers write or define when using the base-level language. It does not however, reify its operational
concepts. Operations like message sending and method lookup are represented by methods on the
appropriate metaobject. This approach is not inherently bad but it is different from the approach
we have taken with CodA (see Section 3).

The CLOS MOP'’s provides a strong basis for the modification of existing language constructs
but does not support a framework for the addition of new concepts which are not part of the existing
model. Of course, since it is an open architecture, new concepts can be added but there is no
generalized infrastructure for doing this. Similarly, the MOP, while implemented with objects, is
notoriented towards objectsThat is, it is difficult to modify the behaviour of individual objects.

Consider a user wanting to count all invocations of metfeadfor some objectO. A first
cut at this is to implement a new kind of method metaobject which counts invocations and insert
this into the generic method chain for the seleéorfor objects ofO’s class. Unfortunately, this
affects all instances a?’s class and its subclasses (who do not reddting— the count will not
be just forO. To get around this, the counting method metaobject must also maintain a list of
objects for which it is counting and check the receiver against the list for every invocation. While
this solution works, it introduces overhead in unrelated objects and does not scale to handle many
different behaviours for many different objects.
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2.4 ClassTalk

ClassTalk[8, 10] is somewhat like CLOS in that it is a reification of an existing object model.
ClassTalk opens structural aspects of the Smalltalk language environment. In particular, the meta-
class structure. This allows users to explicitly program metaclasses and thus modify the meta-level
(i.e., the class) of an object.. It also opens a number of other system operations such as method
lookup and execution.

This is not a fully general system however. Like CLOS, ClassTalk is a useful system within its
language environment but it does not open widely the world of objects. Behaviours having to do
with individual object execution are not addressed nor are operational mechanisms such as message
sending.

2.5 ABCL/R2

The ABCL/R2 [25] was one of the first systems to introduce meta-level computing for concurrent
objects. In doing this it reifies the concept of computing power and allows it to be manipulated
by users. ABCL/R2 usesgroup-wideapproach to organizing and scheduling concurrent objects.
Objects within a group share computing resources and can be manipulated as a whole by controlling
the group itself. Groups are meta-level concepts.

The ABCL/R2 meta-level takes the interpreter approach of traditional systems like 3-Lisp.
That is, the meta-level is basically a meta-circular interpreter. Shifting to the meta-level causes
(logically) another interpreter to be created and invoked to interpret the meta-level to which you
just shifted. Inherent in this approach is the idea of complete meta-level reification. If we wish to
change just one aspect of an object’s behaviour, we must, at least logically, reimplement its entire
interpreter. This is in contrast to the approach taken in RbCl and Apertos (and in fact our work)
where only those portions of the meta-level actually changed are reified.

Since every meta-level is a complete (logical) reimplementation of the interpreter, there is no
need for a framework to organize the meta-level. The organization can be left up to the interpreter’s
implementor. This discourages object behaviour description reuse by making it difficult to integrate
unrelated or third-party behaviours.

2.6 AL-1/D

AL-1/D[34, 33] is an application of AL-1's Multi-Model Reflection Framework (MMRF) [21, 20]

to distributed systems. Within this architecture, an object’s meta-level is partitioned into a fixed set
of six modelsor views of base-level object behaviour. Below we summarize the parts of base-level
object behaviour described within each of these models.

Operation Describes the operational semantics related to the programming language. Concepts
such as message sending, state storage and stack manipulation are detailed here.

Resource Represents shared system resources such as CPU and memory.
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Statistics Maintains various statistics for various aspects of object behaviour (e.g., CPU time,
memory usage, blocking, etc.).

Distributed Environment (DE) Models the distributed system in terms of topology, networks,
CPU and communications channel loadings, etc. Also maintains a global name server for
object-to-location resolution.

Migration Defines how an object moves from one host to another and what objects are moved
with it.

System Specifies the primitive system operations on which the entire system is built.

Overall this partitioning appears to reflect implementation issues rather than design issues.
This is useful but ultimately leads to problems and confusion. Behaviours one might expect to see
together, are split over meta-models (e.g., object monitoring and migration behaviour).

The partitioning is also relatively coarse-grained. One model, Operation, describes almost all
of an object’s execution behaviour. This is closely tied to the base-level language and does not
serve as a sound basis for behaviour reuse or combination.

Thelogical weightof the models is nabalanced While the Operation model defines a great
deal of behaviour, the Statistics model is just a storage area for monitored values. These are grossly
differentin complexity, scope and significance. While it may be convenient to have system statistics
grouped in one place, this would not seem to be sufficient motivation for an entire model.

The details of moving an object from one place to another are split over several models (DE and
Migration) rather than being one logical unit. The Migration model is billed as an OS abstraction
but itincludes specification of things like object attachment and slot inclusion which would seem to
be higher level issues. The DE model, in addition to specifying argument passing strategies (e.g.,
call-by-move), deals with completely unrelated issues such as object name/location mapping and
processor loading.

2.7 RDCI

RbCI [19, 18] is a reflective concurrent language system in which the meta-level is factored into
objects. Metaobjects with different implementations (in different languages) can be plugged in
and used as long as they understand the calling conventions. This is demonstrated with the free
substitution of RbCl and C++ objects. Unfortunately, very little is said about what objects exist at
the meta-level and how they interact.

The authors claim that RbCl ieernel-less The essence of this claim is that every function
point in the description of object behaviour (i.e., the meta-level) can be reimplemented by the user.
As such, there is no fixed kernel. This is a nice idea as it gives the user complete power over the
system but with no framework or infrastructure organizing the meta-level, this power is hard to
manage.

RbClis also set apart from other systems in that it reifies many of the low-level system operations
like scheduling, interprocessor messaging device interfaces, etc. Though there could be more at
the higher end, it has a reasonable span from system- to object-level behaviour descriptions.
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2.8 Apertos

Apertos[43, 44] is an object-oriented operating system. As such, the objects it deals with are things
like schedulers, virtual memory servers and device drivers. Even though this differs from our
domain, the Apertos’ meta-level architecture is of interest to us. The Apertos meta-level is reified
in to metaobjects which are grouped imte@etaspacesMetaspaces are structural concepts which
have no real meaning at runtime. They can be arranged in a hierarchy similar to classes and are
used to describe relatively complete sets of behaviour.

An Apertos object’s behaviour is defined by the metaspace(s) in which it resides. To change
its behaviour, we move if to a new metaspace. Any number of objects can reside in the same
metaspace at the same time. Though Apertos does not reify many higher-level object behaviour
concepts such as message handling (e.g., lookup) and state storage format (e.g., slot structure), in
later chapters we will see that its fundamental architecture has much in common with our work.

2.9 OpenC++

OpenC++[9] is a static or compile-time meta-level architecture which allows users to modify the
implementation of their objects. OpenC++ metaobjects represent C++ language elements and are
produced when an OpenC++ program is parsed. Which metaobjects are created is controlled by
meta-level directives or annotations made by the user. The language system has a small framework
for annotating code to allow generalized annotations to be used. Once the code is parsed, the
metaobjects, which essentially form a parse tree, are asked to produce code which implements the
behaviour they describe. So, by using annotations to control metaobject creation, users can control
the implementation of language constructs.

This system is interesting but is not fundamentally different from current object-oriented com-
piler technology seen in languages like Smalltalk. Having said that, we find we would like a similar
system for optimizing out many of the runtime meta-level operations in our system.

2.10 Actalk

Actalk [7] is a meta-level architecture implemented in Smalltalk. It introduces actor-based concur-
rent objects to an otherwise passive object environment using meta-level manipulation. Its main
goal is to provide a testbed for describing object behaviours in areas relating primarily to concurrent
execution and message passing.

The system itself has become more and more component-based at the meta-level, but the basic
architecture has remained somewhat monolithic and code-based. There are however, many object
behaviours implemented in Actalk (e.g., intra-object synchronization constraints) which we look
forward to implementing in CodA.
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2.11 Summary

Each of these systems is a powerful tool within a particular domain. By in large, they were created as
reifications of specific, pre-existing systems in an effort to open their implementation and facilitate
user input. The way in which this has been done varies widely from system to system. The
approaches used are typically not compatible with one another and the object descriptions from
one architecture do not easily map onto a different architecture. In our work we strive to unify
aspects of various existing systems and enable users to create and use object models from various
domains within the same environment.
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CodA

3.1 The CodA object system

In creating the CodA architecture we developed a relatively generic model of objects. This model
forms a basis from which most other object systems can be constructed. The CodA base-level
object system contains the following three concepts:

State Each object has associated with it a setlotsinto which it can store and from which it can
retrieve other objects. These slots are for the exclusive use of their owner.

Execution Each object has associated with it a sehethodsvhich it can execute. These methods
can access state and sent messages.

Message passingevery object has the capacity to send a message to another object. All method
executions are the consequence of a message send.

The CodA object system is pure object system. That is, it has no elements which are not
objects. Additionally, CodA is run-time oriented. Rather than providing integral support for
language constructs like classes, inheritance or delegation required for the static description of
objects, CodA borrows these constructs from whatever language is used in its implementation.

This is in contrast to the meta-level facilities found in systems like CLOS[23] and ClassTalk[8,
10]. The focus of these systems is to open or extend the functionality of particular language
facilities or constructs. As such, they deal with somewhat more static issues and it is natural that
their capabilities and constructs be language specific. While CodA is perhaps ‘lower-level’ than
other systems, this approach allows us to gain a certain measure of language independence while
retaining the potential of the architecture.

3.2 Operational decomposition into objects

In Chapter 1 we motivated our choice of meta-level decomposition into objects in terms of the
goals for our system. This section makes concrete our claims and design. The CodA meta-level

20
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is factored according to the operations required during the execution of an an object. Each of

the factored operation®€¢havioury, is reified by an objectrheta-componeht Meta-components

provide specific definitions or implementations of the behaviours they describe. Typical behaviours

are concepts such as; object execution (both mechanisms and resources), message passing, message
to method mapping and object state maintenance.

While logically the behaviours are distinct, in an implementation a single component may
describe several behaviours. An object’'s characteristics are changed by explicitly redefining or
changing the components which describe its behaviours or by extending its set of behaviours. A
system may contain many different components for the same behaviour but only one can be used
on a particular object at a particular time. It is also possible for objects to share components.

This approach to defining the meta-level has several distinct advantages over that found in other
systems. One common approach is to create public interface methods on a small number of meta-
level objects [25, 19, 23]). The design of these objects is often based on structural concepts found
in the programming language used for the system. For example, the CLOS MOP’s metaobjects
are things like classes, methods and slots. These concepts relate to how objects are described by
users, not how they are run by computers. This relates back to our discussion of bottom-up versus
top-down approaches in Chapter 1. While the top-down approach is convenient for reifying existing
or predicted behaviour, it does not lay a sound framework for the description of new and arbitrary
behaviour.

A structural architecture forces an object’s operational behaviour to be reified as meta-level
code rather than objects. Changes to a behaviour are made by modifying the related interface
methods on perhaps several metaobjects. Unfortunately, code is inherently more difficult to deal
with than objects and is not a good unit of software engineering. While code is often represented
as method objectsthese objects have little support or infrastructure for interaction, change or
extension. Without this, describing complex interactions between several behaviours (i.e., groups
of interface methods) is confusing. Behaviours are not encapsulated into atomic units and overall
responsibility for a behaviour description is not clear. Unanticipated behaviours have no clear home
for their description and/or state.

Decomposition of operational behaviour into objects gives us a higher-level view of object
execution. Objects abstract code, define points of interaction and ease integration. They remove
us from the details of implementations and allow us to concentrate on design. The operational
approach results inherently in fine-grained objects. The advantages of this are highlighted in
various parts of the system (e.g., object model combination).

Objects also provide a wider interface for the behaviours (i.e., operations) they define. While
the execution-related interface of a behaviour may only contain a handful of methods, there may
be a large number of support and configuration interfaces. Similarly for state. If behaviours were
to share host objects as in other systems, these methods and slots would collide with those of other
behaviours and be confused with structural code, hiding the real semantics of the system.

We apply this strategy of operational decomposition into objects to the CodA object system
discussed in Section 3.1 by looking at the events which occur during the execution of objects. Each
of these events is mapped onto an operation. Each operation is considered to be a behaviour with
a meta-component to give its description. Since the decomposition is based on these operations, it
is termed aroperational decomposition
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In certain cases (e.gState) two very closely related operations (e.g., slot value setting and
getting) were merged into one behaviour. Regardless, the result is a fine-grained decomposition
of the basic CodA object system which consists of seven components default behasendrs;

Accept, Queue, Receive, Protocol, Execution andState.

The next section gives an example of how a meta-level is decomposed according to our strategy.
Following that, Section 3.4 gives a detailed description of each of the seven default behaviours and
its prescribed execution interface. Further sections describe how the components which define these
behaviours are managed. A final section sets out a simple but instructive example of modifications
to several behaviours to effect a coherent object model.

3.3 Meta-level decomposition

Above we noted that the default CodA meta-level is decomposed into seven different components,
one for each execution-time object operation. The number ‘seven’, or more precisely, the actual
seven components were determined by analyzing the execution events which occur during normal
object execution in a number of different object systems.

It was found that all object systems reduced to a fundamental penaitive operations which
could not be usefully decomposed. We converted each operation into an explicit object at the
meta-level (e.g., a meta-component). In some objects systems, some operations are trivial or not
even explicitly represented. Regardless, the CodA architecture gives these operations an explicit
description. For particular object systems and operations (e.g., queuing for non-concurrent ob-
ject systems) the operation is optimized away in the implementation but a representation of this
behaviour exists in the meta-level.

We do not claim that our decomposition is the only one possible but do claim that it is a
powerful and effective decomposition. Further, the architecture is such that if users wish to change
the granularity of the decomposition, they are free to do so. A later section (Section 3.7) details
how this is done. The architecture is also extensible in that completely new behaviours can be
added without affecting those which already exist.

The default decomposition forms a very basic model of object execution. Figure 3.1 depicts the
events, meta-components and interactions required to effect all aspects of this model. In the figure,
some object is sending a messagé to objectB (as indicated by the heavy dashed arrow). The
shaded areas contain meta-components. Each light arrow is an interaction event (dagled for
execution thread, solid fa8’s). The heavy solid arrows indicate the base/meta relationship and go
from base-level to meta-level. Only those meta-components relevant to this particular interaction
are labeled.

The figure shows thatt sendsM by interacting with it'sSend, invoking itssend: interface
(2). Note that for brevity théor: portion of the component interfaces has been omitted from the
diagram. TheSend communicates wittB’s Accept (2) and transferd?. TheAccept queue:’s the
message with th@ueue (3).

Since the message is queued withthe calling thread (i.eA’s) can return along the call chain
over which it came. If the message is synchronous #ieisend blocks the thread pending a reply
from B. If it is asynchronous, the thread returnsAs base-level code and continues running.
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Figure 3.1: Sample meta-level configuration and interaction
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At some point, perhaps in the padt,will execute areceive: operation which invokes the
Receive (4) and attempts to fetch the next message fronQinue (5). Assuming that a blocking
receive was used3’s thread will block in theQueue until a message is available. When one is,
it is removed from th&ueue and returned via thReceive. The normal behaviour at this point is
to find amethodFor: the message using tieotocol (6). Once a method is found it &xecute:d
by theExecution (7). During the execution of the method, the receiveB%] state slots may be
accessed via itState component (8).

3.4 Behaviours

Below, each of the default CodA behaviours is described and its operational (i.e., execution-time)
interface specified. Interfaces required for configuration and infrastructure are not included as they
will vary depending on the capabilities or properties of components and the actual implementation
environment. All specifications are presented in terms of the Smalltalk implementation detailed in
Chapter 6. The code for the default meta-components which implement these behaviours is given
in Appendix A.

Note that throughout the interface, the base-object (typically referreddasa$is explicitly
specified as an argument. This is done for two main reasons; it allows for meta-components which
have a one-to-many relationship with the base-level and it removes the requirement for implicit
assumptions regarding the behaviour and arguments associated with an interface. For example, it
may not be the case that teendeffield of a message being sent is actually the object doing the
send operation. As a general rule, if the meta-component implementing a behaviour maintains a
one-to-one relationship to the base-level (e.g., in a state variable) theasth@&gument is ignored.
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3.4.1 Send

A Send’s main role is to manage the potentially complex series of interactions between message
sender and receiver ensuring proper transmission and synchronization. This includes protocol
negotiation, synchronization and resource management. For example, when sending a synchronous
message, the sende®snd must inform the receiver that a completion signal (e.g., reply) isrequired,
how and to where the signal is to be transmitted, and also block the sender until the completion
signal is received. TheortedObject model discussed in Chapter 4 containSemd behaviour

which diverges substantially from the default model.

By default there are three different kinds of message sending: synchronous, asynchronous and
future. These are realized as different protocols. Variations om#ssage argument introduce
orthogonal concepts such as; express and system messagass also explicitly support the
transmission of reply messages as their requirements may be different from that of other message
sends.

An object’sSend is accessed usirgnObject meta send{:}. It invokes the message receiver’s
Accept and responds to the following messages:

send: message for: base Sendmessage for base. Defines the default sending behaviour and is
typically, though not necessarily, mapped to one of the send operations given below.

send{Async/Sync/Future}: message for: base Sendmessage for base. The sender and receiver
are synchronized according to the specified mode (i.e., Async, Sync or Future).

reply: result to: message for: base Replyresultto the reply destination listed message for base.
Replies are normal messages but may need to be treated differently to facilitate synchroniza-
tion and other schemes.

3.4.2 Accept

Accepts define the receiver side of the message passing protocol negotiation and synchronization.
They are also responsible for determining if a message is valid and how it should be handled
(e.g., queued, processed immediately). Note dlcaeptinga message is different fromeceiving
a message. Acceptance concerns the interaction between the sender and receiver, while receiving
is the internal act by the receiver, of choosing a message for processing.

An object’'sAccept is accessed usingnObject meta accept{:}. It is invoked by the message
sender'sSend, invokes the message receivapseue and responds to the following messages:

accept: message for: base Determine ifmessage can be accepted hase. To accept a message
is to promise to consider performing computation based on its contents. It is not an implicit
guarantee that the message will be processed but rather that the message has arrived at the
destination. The act of accepting a message also involves a preliminary determination of
what is to be done with the message. For example, if the message is maskguiesgthen
it should be considered for immediate execution.

acceptReply: message for: base Replies are normal messages but may need to be treated specially
to facilitate synchronization and other schemes.
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3.4.3 Queue

Queuing is the main mechanism of decoupling the execution of message senders and message
receivers. Messages which have been accepted but cannot yet be processed must be queued. Once
gueued, the message’s sender can be released to continue executing if the message’s protocol allows.
There are a great variety of possible queuing policies using a variety of factors to determine in which
gueue a message should be stored (e.g., by sender or type) and the message’s place in that queue
(e.g., FIFO, priority). These policies and factors are generally established via setup parameters
on theQueue. TheQueue protocol supports methods for enqueuing and dequeuing messages and
various forms of message retrieval.

An object’sQueue is accessed usingnObject meta queue{:}. It is invoked by the message
receiver'sAccept and by an object'Receive and responds to the following messages:

dequeue: message for: base Removemessage from the receiver.
enqueue: message for: base Add message to the receiver.

nextFor: base Remove and answer the next available message from the receiver. This defines the
default dequeuing behaviour and is typically, though not necessarily, mapped to one of the
next operations given below.

blockingNextFor: base Remove and answer the next available message from the receiver. An
answer is not given until a message is available.

nonBlockingNextFor: base Remove and answer the next available messag#&iorone is available.
An answer is always returned immediately.

nextSatisfying: constraints for: base Remove and answer the next available message from the re-
ceiver which satisfies thenstraints. Ananswer is not given until such amessage is available.

peekFor: base Answer the next available message from the queud dmone are available. No
messages are removed from the receiver. An answer is always returned immediately.

3.4.4 Receive

As noted above, receiving and accepting are different operations. Receiving refers to the actual
fetching of the next message for execution. In other words, whitepts are concerned with how
objects synchronize and interact with each other (i.e., inter-object synchroniz&ionives deal
with intra-object synchronization. WhenReceive is asked for the next message to process, it
may consider many different physical queues and consult various constraint specifications before
determining the next appropriate message. RdréedObject model discussed in section 5 details
an example of such a situation.

Note that many architectures implicitly combine the operatiorscoépt, Queue andReceive
into the same object with quite a narrow interface. As such, the implementation or integration of a
new scheme for one of these behaviours necessarily impinges on the others. Making them explicit
and concrete simplifies the construction of complex behaviours.
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An object’'sReceive is accessed usirapObject meta receive{:}. It is invoked by objects when
they are looking for the next message to process and invokes the olQjeet’s. It responds to the
following messages:

receiveFor: base Answer the next available queued message. This defines the default receiving
behaviour and is typically, though not necessarily, mapped to one of the receive operations
given below.

nonBlockingReceiveFor: base Answer the next available queued messageilof none are avail-
able. Subsequent calls will not return the same message. An answer is always returned
immediately.

blockingReceiveFor: base Answer the next available queued message. Subsequent calls will not
return the same message. An answer is not given until a message is available.

3.4.5 Protocol

A message, having been received, is translated into a method for execution. This is the primary
responsibility of an object’®rotocol. The most common mapping is an exact message selector to
method name match where methods are examined according to some inheritance Bettenuts
define both the selection criteria (e.g., exact match) and the search scheme (e.g., single/multiple
inheritance). In more complex casesptocols may maintain multiple method tables and determine
which to use based on some aspect of the base-level or system state.

An object’sProtocol is accessed usiranObject meta protocol{:}. Itis invoked by objects when
they need to map a message to a method to execute. That is, typically from an @&bjeatison.
It responds to the following messages:

methodFor: message for: base Answer the method best suited to processiegsage. Ifamethod
cannot be found then answer a method which will handle the error condition.

3.4.6 Execution

For anobjectto execute methods, it mustinteract with some system resources (e.g., virtual machines,
processes).Executions describe how this interaction occurs. By manipulatingeitscution, a
programmer can control where and when an object runs as well as its overall importance (e.g.,
priority) and independence.

Executions describe the basic processing activity of an object: How and when they receive,
lookup and execute messages. For passive objects this is determined largely by the external thread
of control and when other objects send messages t@&tbeution’s base-object(s). For active
objects, theExecution has complete control over these aspects. It must define what the object does
when it is not processing some received message as well as how the object’s execution maps onto
physical computational resources (e.g., processes and processors). In siaegitien provides
an encapsulation of processing power and the logic for using it.
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Having an explicit execution model also enables methods to be somewhat more abstractandto be
executed in different ways depending on the situation. For example, if we are debugging an object,
we may wish to execute its methods on a special debugging virtual machine or interpreter whereas
normally methods are executed as native machine code. It Bxtvation’s job to determine how
to execute methods and then execute them. Concepts such as group-wide computation[25] are
implemented by creating objects which shakecution components.

An object’'sExecution is accessed usirgnObject meta execution{:}. Executions are generally
invoked by either théccept or Queue (in the passive case) or by the explicit or implicit invocation
of a receive operation (in the active case). It responds to the following messages:

execute: method with: arguments for: base Executemethod with arguments on receivebase.

process: message for: base A convenience protocol which combines message to method mapping
and method executiomessage is processed by first sendimgethodFor:for: to the relevant
Protocol and therexecute:with:for: to the receiver.

processimmediately: message for: base Similar to process:for: but the any execution currently
underway is interrupted with the processingrafssage.

activityFor: base Answer an evaluable descriptionledse’s activity loop.

3.4.7 State

States describe the physical storage and structure of objects. They implicitly define what slots
an object has as well as explicitly define how the data in those slots is storedstaieedo not
actually hold the data, they simply know how it is accessed.

An object’'sState is accessed usingnObject meta state{:}. States are invoked whenever one
of the object’s slots is accessed and and respond to the following messages:

at: id for: base Answer the current value of slat in base.
at: id put: value for: base Storevalue in slotid of base.

slotldsFor: base Answer a list of all the ids for the slots availablehase.

3.5 Meta-level framework

In CodA, meta-levels are defined by compositions of the decomposed operations within a frame-
work. We are guided here by a general approach to object-oriented software engineering (para-
phrased here):

Decompose a problem into a number of smaller, relevant sub-problems. Supply a
framework for sub-problem manipulation and then compose solutions to the sub-
problems to solve the whole problem.
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This separates structure and semantics. The operational decomposition into objects discussed
above gives us a set of guiding principles for factoring behaviour descriptions. The specific de-
composition we propose in Section 3.2 fully defines the behaviour of individual objects in a generic
object system. Since our decomposition strategy removes the implicit structure from the meta-level,
we add it back in with an explicit framework for composing and configuring the meta-components.

A CodA object does not have a single entity which is “the meta-level” but rather defines the
meta as a hamed conceptual collection of all the meta-components which describe a particular
object. metas may take many forms but are always ohtgkersfor the services provided by their
meta-components. They are the foundation of the framework for managing the meta-level. They
provide the mechanisms for manipulating the meta-components and forming coherent structures.

metas do not themselves define object behaviours. They may store internally the meta-
components they broker, they may simply fetch them from somewhere when required or may
even create new ones for each request. This is transparent to the user/programmer.

The framework we propose is completely extensible and free of semantics. It places no particular
meaning on any particular behaviour or component. It is designed to support basic properties of
one object’s meta-level:

1. Behaviours are named.
There may be arbitrarily many behaviours and components.

Components may be represented differently.

WD

One component may define several behaviours.
5. Components may be replaced by other compatible components.

6. Components (and thus behaviours) may be shared between meta-levels.

Meta-levels are formed by composing the components which define all of the behaviours of an
object. There must be a definition for each. Behaviours which are not explicitly specified assume
some default definition as supplied by the implementation environment.

The CodA meta-component framework is completely extensible allowing new behaviours and
components to be added by users. Adding a new behaviour is a matter of defining its name within
the framework and creating components to describe the desired operations. In general we develop
at least two components for a behaviour; one which defines some default operation and one which
defines the new operation we specifically want to add to objects. The default component is used
when an object’s behaviour is accessed but no component has been explicitly provided. It provides
interface compatibility but typically defines all operations as no-ops. By doing this, all objects can
be made to appear to have a definition for the new behaviour. Developers then create variations on
this default behaviour and substitute them individual or groups of objects.

The physical representation of tineeta is left to particular implementations of CodA (see
Chapter 6 for details of the Smalltalk implementation). Similarly, the syntax and mechanisms for
invoking and accessing the meta-level are implementation details. For the purposes of discussion
however, we introduce here the Smalltalk syntax and use it throughout this document.
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Most meta-level architectures are coupled with a particular language and so the language itself
has been adapted/designed to facilitate meta-level access. For example, meta-level programmers
need a way of indicating shifts to the meta-level or accesses to meta-level objects. ABCL/R2 uses
the1 (up arrow) [25] to signal a shift to the meta-level.

In CodA we adopt the technique best suited to the base-level language. For the Smalltalk
implementation we chose to limit changes to the language itself and so implemented level shifting
via message passing which is already integrated in the language. In particular, sendiegathe
message to some object (eanbject meta) returns an object whictepresentsneta-level com-
putation. Any messages sent to this object are executed in the context of the meta-level. As such,
the result ofanObject meta is the CodAmeta.

3.5.1 Object models

The basic framework functions well as long as the number of behaviours it manages is small and the
behaviours themselves are small and independent. As the system scales up and behaviours become
inter-related, it becomes more and more difficult to manage — There are no higher level structuring
mechanisms. To address this we introduce the ideabgEct modelsthe main mechanism for
structural abstraction and organization.

Object models represent higher-level concepts and allow the grouping of interdependent be-
haviours. Models are used to describe things such as classes, concurrency and distribution. Their
main role is to specify configurations of meta-components which form some logical or coherent
behaviour and insure consistency across the operations of a particular meta-level. As such, an
object model is really a set obnstraintson the a group of behaviours relevant to its domain. Some
models have descriptions of one or two behaviours while others specify many. For example, the
ConcurrentObject model specifies constraints on two behavio@sgcution andQueue. All others
are immaterial.

The constraints on a particular behaviour may take many forms from very specific to very
broad. A model does not necessarily contain the components of which it is composed but may
simply describe them. For example, a model may specify that a particular type (class) of object be
used for some behaviour. Or that an object with particpiapertiesbe used.

Consider standard classes for example. Classes are really just specific meta-level configurations
which are shared amongastances For an object to be anstanceof some class, it must share its
specifications of protocols (i.e., methods) and state (i.e., slots) with the other instances. Figure 3.2
illustrates this for theoint class and some instances.

CodA has no explicit class structures but the object model construct can be used to give the
same effect. We define a class object model to be a model which constraisthm| andState
behaviours to be defined by specific meta-component objects. This model is then forced on all
base-level objects wishing to be considered instances of the ‘class’. Using this approach, we define
a different model for each class since #hetocol andState behaviours differ from class to class.

Figure 3.3 gives an example ofaint object model. It shows two objectd,and B which are
bothinstance®f Point. ThePoint model specifies particuld@rotocol andState components which
define those behaviours fGoints. A and B’'s meta-levels share these meta-components but are
free to redefine all others.
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Figure 3.2: A standard class configuration

Figure 3.3: Class object models
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To get the effects of inheritance, we creatates andProtocols which take undefined elements
(i.e., slots and methods) from the components of the superclass object model. The inheritance
mechanism’s implementation can include single and/or multiple inheritance, delegation or any
other approach as appropriate. Notice also Stat andProtocol inheritance are disjoint and can
follow different rules.

Class models specify very particular constraints on the components which can be used to define
behaviours. Other object models, such as @oeacurrentObject and ConcurrentObject models
described later, provide only rough descriptions of phepertiesthat suitable meta-components
must have. A given model can combine many different kinds of constraints.

Overall, object models are somewhat like Apertos metaspaces [43, 44]. Metaspaces are gen-
erally larger and more concrete and are defined in a hierarchical fashion. Since object models
can vary in size and sophistication from a simple constraint on one behaviour to a complex set of
constraints on many behaviours, CodA does not dictate how object models are defined or managed.
The best mechanism is likely one which is natural to CodA’s implementation environment. We do
however, supply some infrastructure for their combination.

3.5.2 Object model combination

CodA object models are smaller and more dynamic than Apertos metaspaces. Meta-levels are
created by the dynamicombinationof object models rather than static declaration. All objects
start out behaving according to tlefault object model. To this we add other models such as
ClassedObjects, ConcurrentObjects, etc.

When a model is added to a meta-level, the components it contains or describes are combined
with those which already exist in the meta-level. Unfortunately, meta-components are general
objects and can be arbitrarily complex. The automatic combination of such entities is an open
problem which exists in all software systems. While CodA is no exception, its architecture contains
certain features which inherently ease the resolution of conflicts.

Combining disjoint (i.e., non-overlapping) object models is straightforward. The new model
or meta-level simply contains the union of the constraints from the original models. As long as
all the constraints and components specified follow the standard CodA interfaces, the object will
continue to run.

Combining overlapping object models may require programmer intervention since the nature
of the collision may be arbitrarily complex. CodA’s fine-grained decomposition into objects helps
in several ways here. First, the finer granularity gives a more precise indication of where the models
collide. Second, the object-orientedness of the decomposition limits both the scope of the conflict
and the spread of the change required for its resolution.

Objects also give us an abstraction of behaviour which is easier to use and reuse. Consider the
situation shown in Figure 3.4. In the figure there are two object makledsdY. Each defines
constraints for a number of behaviours. As it happens, they both define constraints $enthe
behaviour. If we wish to create a modeél’ (the combination ofX andY), we must resolve any
conflicts between constrainksend andYSend.

Assuming that the conflicts are non-trivial and cannot be satisfied by some existing meta-
component, they must be resolved manually by the programmer. This results in the creation of a
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Send component (e.gXYSend) with the properties required by both tiheandY models. Having
resolved the conflict betweexSend andYSend (by implementingXYSend) once, it need never

be resolved again. Other occurrences of the conflict, perhaps during the combination of some
other models, are resolved simply by reusing ¥¥&send component. As we build a library of
components, conflict resolution becomes more a problem of identifying the existing component
which satisfies the constraints than of actually writing code.

Model X @
x.)

Figure 3.4: Object model collision

Unfortunately, automatically determining whether or not two components are semantically
comparable is not easy. CodA addresses this problem usimgperty-based specification and
combination mechanism. A property is a simple declarative token which points out one way in
which a component is different from the default. Properties need not be statically declared but can
be dynamically computed. The property set of a component can be dynamically modified and can
contain any number of properties.

Comparing property lists provides an even more precise identification of component conflicts.
They highlight not only the components which collide but the way in which they collide. Rather
than hard-coding the use of particular components in an object model, programmers declaratively
specify the properties that the components must have. For examplegriberrentObject model
specifies that it requires aactive Execution component. Any activE&xecution will do. Whether
a change is required and which act&aécution is used is determined when the model is merged
with others.

Properties, like many categorization systems, suffer from naming problems. Defining and
guaranteeing the semantics of a particular property is difficult at best. So, while they do not solve
the composition or combination problems, these operations, in a sufficiently rich and consistent
component environment, are reduced to property constraint satisfaction.

A complementary approach is component generalization and parameterization. In creating
the various object models discussed here, we applied the above techniques with success. As we
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developed more and more overlapping models, we found ourselves generalizing and parameterizing
the various components to be more reusable. For examydeytions were changed to take a user
supplied code block to define their execution activity. The resultwas alibrary of general components
which can be setup in many different ways and so can be used in many different situations. Object
models then contain property constraints and parameter specifications.

3.6 TheConcurrentObject model

As an introductory example of how the meta-level is manipulated, we preseatuitherrentObject

model. Passive objects are reactive in that they simply respond to external stimulus or input and
‘borrow’ processing resources from message senders. [TotheirrentObject model, objects have

their own internalactivity and processing resources (threads). This behaviour is described by a
ConcurrentExecution component, a kind dExecution.

A ConcurrentExecution’s idling execution behaviour (i.e., what objects do when they are not
driven by user code) is similar in intent to that of Actors as seenin [1, 7, 28]. While formal Actors
redefine their execution behaviour after every execution, in practice the replacement behaviour is
the same; receive and process a message. Our basic activity model is similar; an endless loop,
receiving and processing messages. For passive objects, the activity loop is implicit in the runtime
system. FoConcurrentObjects, the loop runs explicitly in the threads associated with an object’s
ConcurrentExecution. The following is an example of such a loop for an objeste.

| message result |

[true] whileTrue: [
message := base meta receive receiveFor: base.
result := self process: message for: base.
base meta send reply: result to: message for: base]

When a message arrives, a passive objaptisue actually calls the object'&xecution and
directly triggers the processing of the message. That is, there is no queuing, only immediate pro-
cessing. Th&eceive is never called explicitly as objects are always implicitly receiving incoming
messages. Adding explicit thread(s) and an activity to an object both involkesdve and raises
the possibility that the sender and receiver of a message may be disjoint with respect to execution
threads.

In addition to the activity loopConcurrentObjects change th€ueue to ensure that messages
are actually queued rather than passed on ta&#eeution. StandardQueue (shown below) is an
example of such ®ueue. It maintains an internajueue structure on which it implements the
Queue interface. The actual queuing model used (e.g., FIFO) depends entirely on how we want
incoming messages to be ordered (i.e., the object’s queuing policy). This is specified by the user
in the creation of th&tandardQueue.

StandardQueue»nextFor: base
Aqueue next
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StandardQueue»enqueue: message for: base
gueue add: message

TheConcurrentObject model does not need to define new message sending mechanisms as the
defaultSend components already include the notions of synchronous, asynchronous and future
messages. In the default, passive object case, synchronous sending is the default, future messages
represent a promise to compute similar to closures or blocks, and asynchronous messages are
mapped to synchronous messages where the result is ignored.

These ideas are included in the default behaviour for two reasons; they are useful in normal
object behaviour description and they are relevant to system parallelism, not object concurrency.
For example, a distributed system may contai€oocurrentObjects but still require asynchronous
sends.

3.7 Abstraction, compression and expansion

While we claim that the default meta-level decomposition discussed above covers every aspect of
basic object execution with fine-grained meta-components, we also recognize that there may be
situations where our decomposition is either too coarse or too fine. Addressing this requires no
new mechanisms, just the realization that the meta-level is extensible.

If a particular behaviour is found to be too coarse in some situation, it caxmendecdbr
broken into pieces, each of which becomes a new meta-level behaviour. These new behaviours
are individually and independently addressable and manipulable. The original behaviour remains
unchanged but its defining component is changed to delegate the various component interface
methods to the components defining the new behaviours.

Abstraction Compression Expansion

A meta

Figure 3.5: Meta-level behaviour compression and expansion

The right side of Figure 3.5 shows the expansion concept applied tStée behaviour.
Expansion produced two new behaviouggt and Set which are added to the meta-level. The
implementation of the&tate component is modified to delegate the appropriate operations to the
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new components. Note that tistate component still exists and continues to provide valuable
behaviour description (i.e., a description of the state slots and their representations).

Similarly, if part of the decomposition is found to be too fine, it carabstractecby creating
a new behaviour which is a logic combination of several existing behaviours. The left side of
Figure 3.5 depicts the abstraction of fieeue andReceive behaviours into one. The abstraction
results in a new behaviouQueueReceive, being added to the meta-level. The component defining
that behaviour combines and abstracts the orighualie andReceive components and adds some
operational ‘glue’.

In an effort to gain efficiency (in speed or space) we may also want to have the same physical
object define several behaviours. This is shown in ¢benpressiorpart of Figure 3.5. The
Queue and Receive behaviours are both defined by a singleeue/Receive object. Note that
a new behaviour has not been added to the meta-level as with abstraction. Compression is an
implementation technique which is transparent to the meta-level user.

3.8 Summary

Typical meta-level architectures are reifications of existing language systems. As such, their de-
compositions and frameworks contain embedded structure derived from the underlying models.
This restricts the range of behaviours which can be described easily. We have designed CodA to be
independent of base-level language concepts and so be capable of defining a wide range of object
models. This was done by basing our decomposition on the operational aspects of a very basic
object system containing just message sending, method execution and state accessing. Our ba-
sic operationaldecomposition contains seven default behavioses, Accept, Queue, Receive,

Protocol, Execution andState. The execution-time interfaces for each is outlined.

We show how the meta-components which describe these behaviours are arranged in a generic
framework which provides naming and object attachment services. The framework itself defines no
semantics and is completely extensible. Using this general framework, the structuring abstractions
(e.g., classes) which were lost during the operational decomposition are reconstructed in a generic
way using the concept abject modelsObject models are groupings of meta-components which
go together to describe some logically consistent unit. This is demonstrated by showing how a
class is represented by an object model. CodA’s inherent facilities for object model combination
are also presented.

We have taken these design approaches in an effort to make the system as general as possible
but still provide the user with support for abstraction and meta-level concept manipulation. Later
chapters demonstrate the usefulness and capability of CodA by presenting non-trivial object models
which are from varying domains but which are all described within the same architecture and can
all be used together. These models are combined and an applied to significant applications with
relative ease.
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Ported Objects

In the previous chapter we presented the CodA architecture and gave some simple examples of
changing an object’s behaviour (e.g., thencurrentObject model). In this chapter we present

a farther reaching and more complex modRelitedObjects to show how deep changes in object
behaviour are effected. Though this model defines radically different object semantics, it is imple-
mented largely by changing the definitions of already existing behaviours rather than adding new
ones.

PortedObjects are objects which communicate and behave in a dataflow-like way. They have
portsor channels over which data flows. Users programedObject systems by building connec-
tions between the ports on objects. ‘Programs’ are run by feeding data into free parameter ports.
The values put in a port are automatically broadcast to all the objects to which it is connected.
When an object in the graph has sufficient input, it processes the data and stores the results in its
result ports and so, passes it to the next object. This process continues and data flows through the
graph and is processed.

The need for theortedObject model arose out of our work with Vibes [26], an object behavioural
analysis toolkit. The application itself is described in detail in Section 7.3 but a brief overview
is given here. Vibes is a data analysis tool much like AVS [41], IRIS/Explorer [39] and parallel
system analysis tools such as Pablo [36]. The common denominator for these systems is their
dataflow architecture. Computation, and thus analysis, is done by chaining togetteswhich
accept data, transform it in some way and output it to following nodes. Chains are allowed to split
and merge to form a graph structure.

In most existing systems the computation done at each node is quite simple and largely mathe-
matical. This is suitable for scientific and statistical analysis techniques but does not support more
symbolic analysis techniques. Further, the mode of programming new node computations is rather
rigid. Programmers must create procedures and data types which conform to the architecture’s
model. These analysis modules typically cannot be reused in other contexts (e.g., other analysis
tools).

For Vibes we sought to build a system which is flexible, supports symbolic and numerical
computation and facilitates standard software engineering practices such as reuse and factoring.
The key to achieving these goals is a clear separation of the analysis operations and the dataflow
architecture (i.e., base- from meta-level). The CodA architecture anéathedObject model

36
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enables this separation and allows programmers to use normal imperative objects in a dataflow
computational environment without significant code modifications.

As a result, analysts simply take available objects which describe the desired analysis node
operations (e.g., filters, collectors, expert systems, DSP processors), modify their meta-level to
have ported behaviour and chain them together. This is possible with everyday, generic (i.e., not
dataflow-specific) objects. If an object describing the desired computation does not exist, the
programmer must create one. These new objects need not be written in a dataflow style since they
can be adapted after-the-fact (i.e., at the meta-level). As such, they can be reused in many different
applications and computational domains. Both modes of reuse are major advantages for people
building complex analysis systems.

In addition, it is interesting to note that tirtedObject model is attractive to researchers
working on formal expressions of communication and concurrency. For example, concurrency
formalisms like ther -calculus [29] make use of channels and ports to specify object communication.
We have not pursued this line of research but its obvious connection teptieelObject model
further justifies the model as a useful and important meta-level modification.

For our purposes, theortedObject computational model must incorporate the following prop-
erties:

Pluggability and Extensibility Ordinary objects must be capable of being ‘plugged’ into arbitrary
object graphs but be isolated at the base-level from the graph’s details (i.e., objects are not
directly accessible). If an object is not isolated from the details of its containing graph, the
system would not be extensible. Changes in the graph would require changes in the object
which may not be possible.

Nesting To handle large and complex subsystems, we must be able to partition a graph into
coherent, non-intersecting subgraphs. Subgraph containment must be transparent to the
containers and the containees.

Pluggability allows the construction of arbitrary computation graphs by connecting together
sets of generic objects rather than imperative programming. Nesting supports the abstraction and
grouping functional units both for design and reuse. Combined, these capabilities create the basis
for a powerful and general analysis architecture.

4.1 Meta-level design

Since thePortedObject model is a dataflow paradigm in which an object’s logical data (e.g., object
state) takes on a new role; that of a communication mechanism. From the base-level, explicit
message sends and receives betwreetedObjects are not possible. Objects see the outside world
only through their input ports and affect it only through their output ports. Ports are treated as
state producers and consumers. Reads and writes from/to (logical) state slots are communications
operations.

At the meta-level however, this is just a restriction on the nature of normal object message
passing. Outgoing messages, rather than being triggered by some explicit base-level code, are
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initiated by state slot modifications. If a slot is associated with some port(s) then the new value is
transmitted to each object connected to that port. Incoming messages, rather than being mapped
directly onto methods, update the availability of new data values (i.e., logical slots) and potentially
trigger the execution of the object’s code which depends on those values. There is a significant
decoupling and abstraction of object intercommunication.

We talk about ports as being implicit or explicit. Explicit ports are ones which exist in the
object’s natural description. They typically occur as instance variable slots into which values
arriving over ports can be stored. Often they set auxiliary parameters or configurations. Implicit
ports on the other hand typically exist as method arguments. In the imperative paradigm, values
are passed into these ports during a function call or message send. In the dataflow paradigm,
parameter arrival and object execution are decoupled.PdhitedObject model, implicit slots are
added automatically. There are no other tangible differences between implicit and explicit ports.

The PortedObject model is implemented in changes to the definitions (i.e., meta-components)
of a number of behaviours at the meta-level. The changes fall into two main categories: value
transmission and coordination.

Value transmission takes the form of multicast messages between meta-level components.
Objects with new values on an output port multicast the value to the meta-levels of all the objects
connected to that port. Objects with multiple input ports have some mechanism for maintaining
the separation of messages arriving over different ports, either by tagging or multiple queues.
Definitions for these operations are found in 8end, Accept andQueue behaviours.

It is important to remember that message passing at the meta-level is independent of execution
of the base-level. A message passing from one obj8etisl to another’'sAccept does not imply
that the receiving base-level object will execute immediately or at all. The receiver's meta-level is
free to delay, ignore or modify the incoming message. InRdvedObject case, messages at the
meta-level are used as data carriers. Moving data from port to port.

Exactly how the multicast-related behaviours are defined depends on the model desired. For
example, connection management is only needed if communication security is required. By main-
taining lists of connections between specific ports on specific objects, we ensure that ‘sent’ values
are only sent to connected objects and that ‘received’ values come only from connected objects.
This also enables a certain degree of implementation hiding and abstraction. Ports can be typed
allowing for safer interconnections. Connection objects can be used to map output ports to input
ports rather than relying on implicit information about the source or destination of a value. These
features decrease the effort required for maintenance and increase the pluggability of objects.

Coordination modifications are needed to effect a change in the way object execution is
triggered. Normally, an object’'s base-level is triggered with the arrival of each new message.
PortedObjects however, cannot receive messages, just data values in ports. As mentioned above,
data values are transmitted by messages antita-level These messages in turn affect the status
for their receiver’s base-level object’s ports.

Some base-level objects should execute every time they a new data value is available on any of
their ports. Others must only execute when values are available on some number or all of the ports.
There are many possible of firing rules. Which is correct depends on the object, its status and the
ports involved. We say that an objectdsordinatedwhen at least one of its firing rules has been
satisfied. An object'Receive defines its coordination characteristics. In additionEscution is
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slightly modified to take into account the requirement for coordination before execution.
Figure 4.1 shows the modified meta-level df@tedObject. The changes to the default com-
ponents foiSend, Accept, Queue, Receive andExecution are detailed in the following sections.

Multi-

Queu O /—\

—_ S (I
—gm o (B

Coord.
Executio

Figure 4.1: TheéPortedObject meta-level

4.1.1 Send

Atthe inter-object levelPortedObjects cannot explicitly send messages. They can only store values

in their logical output (result) ports. A base-level object cannot tell whether or not storing a result
will cause the value to be transmitted to some other object. The meta-level however, can detect the
result setting operations and trigger the multicasting of the new value to all objects connected to the
modified port. So, while base-leviebrtedObjects have no explicit send operations, they implicitly

use message sending in their implementation.

A PortedObject’s Send behaviour is defined by a genenwultiSend component which provides
infrastructure for multi-casting messages to a known set of receivers Pdr@dObjects these
receivers are represented by ports and connectiongtiSends have additional interfaces for
managing who receives what messages.

4.1.2 Accept

PortedObjects useMultiAccept components to describe theiccept behaviour. Their definition
differs from that ofDefaultAccepts only in their support for maintaining and managing sets of asso-
ciated objects (e.g., ports and connections). Mk&iSends, this consists mostly of add/remove and
connect/disconnect methods in various forms. Operationally, as messages arracedpidor:),
MultiAccepts mark them with the port over which they came and queues them as per normal oper-
ation.
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4.1.3 Queue

The PortedObject model usesMultiQueue components to define for the@ueue behaviour. A
MultiQueue supports the sorting of elements into one of many logical queues as defined by some
discriminator, in this case, the arrival port. The def@uiéue interface is augmented with duplicate
operations which take an additional parameter, a port identifier.

4.1.4 Receive

A PortedObject’s Receive is concerned more with parameter coordination than ports and connec-
tions. SomePortedObjects require several inputs to be present before processing can take place.
In some cases, processing only makes sense if some set of these parameters are reset from iteration
to iteration. In others, a change of one parameter is cause for recalculation. To manage these
constraintsPortedObjects useCoordinatedReceive components.

When aCoordinatedReceive is asked toreceiveFor: by an Execution, it produces the next
available message which satisfies the current set of coordination constaitsee code below).
HerecSet represents a very simple system of constraints based on a collection of port identifiers
from which it is valid to take a value. As values arrive, their port is removed trtean. When the
set is empty, we know that we have received all the required values and so the object is ready for
processing. That is, the receiverasordinated The initial values for theSet are derived from
information supplied by the programmer as part offhetedObject definition scheme.

CoordinatedReceive»receiveFor: base
| message |
message := base meta queue nextSatisfying: cSet for: base.
cSet remove: message arrivalPort.
“message

This example uses a very specific and simple constraint systeondinatedReceives in general
can use any means of determining coordination. A generalized version takes a user-supplied
coordination source. This object producesets for use in the dequeuing operation. After a
message is fetched, the coordination source is told which message was retrieved so it can adjust its
state. Using this techniqu€pordinatedReceives are usable in many different situations and can
manage arbitrarily complex constraint systems.

4.1.5 Execution

Since PortedObjects do not have explicit message passing, we draw a distinction between the
implementation receiving and executing a message, and the base-level object itself being evaluated.
PortedObject evaluation can only happen when the object is coordinated. The messages handled
by theSends andReceives are infrastructure related and serve to transfer data (i.e., parameters and
results) and determine coordination.

The main change in RortedObject’s Execution is highlighted by the modifieghrocess:for:
method shown below. After executing an infrastructure message (2+3igx#eation tests for
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coordination (4). If the object is coordinated, it is evaluated (5). After evaluation, the coordination
set is reset (6).

CoordinatedExecution»process: message for: base

1) | method |

2) method := base meta protocol methodFor: message for: base.
3) self execute: method with: message for: base.

4) base meta receive isCoordinated ifTrue: [

5)  self evaluate: base.

6) base meta receive resetCoordinationSet]

The definition of evaluation varies from object to object. Itis abstracted out and supplied by the
user or the base-level object’s definition. The evaluation Bé@edObject can perform arbitrary
manipulations (e.g,. mapping) of the port values before invoking the actual operation represented
by the object.

4.1.6 Example

Using the above definitions of object behaviour, the following steps occur during the interaction
between two objectsd and B which are connected. Readers should compare this with the basic
execution model described in Section 3.3.

A detects a change in the output p&rso it takes the new value and wraps it in a meta-level
messag@ewValue: (the value is the argument). The message is then passed, at the meta-level, to
the Accepts of all the objects connected #3s R port (includingB). When the message arrives
at B’s Accept, its arrival port is checked and the message is tagged and queuetuTiQaieue
maintains one (logical) queue for each input porBofB is continually waiting for new messages
and so at some point, fetches the one containing the value Arank. Executing this message
sets the value of the associated input port to the value contained in the message and updates the
coordinated status @. If B is now coordinated then its evaluation code can be run.

Overall the execution is very similar to the normal objects with the major exception being the
disjoint nature of message receipt and object evaluation.

4.2 Applying PortedObijects

Clearly not all objects are suited to this sort of model. Typically objects with large and complex
interfaces cannot be adapted or can only be adapted in a limited way. Often however, the kinds of
objects you would like to use in a dataflow situation do lend themselves ®otheiObject model

and can be used quite effectively.

The addition of porting to an object is done by first identifying its parameters and results as
logical entities. Each parameter or resultis made into a port on the surface of the object. The object
being ported must also be analyzed to determine its execution requirements (i.e., coordination
constraints). The analysis should determine the main functions of the object and their operating
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conditions. Then an abstract firing specification is created which matches the coordinated state of
the object onto an actual execution sequence.

For example, assume some objéxts a signal processing element which can calculate corre-
lations between two input data setsandB. If O is a normal object, it has some interface method
(e.g.,correlate:and:) which takesA and B as arguments and returns the result of their correlation.

To make this into ®ortedObject and hideO’s interface, we first identify the two input portg,and

B and one output (result) port, s& We then define the firing specification such that when there
are new data values on bathand B, the operatiororrelate:and: is executed with the current port
values as arguments. The return value is automatically mapped into th® pod passed on to
any connected objects.

These changes can all be done in terms of annotations (see Section 6.5.1 which define the
various porting properties. Figure 4.2 shows the annotations needed to add porting for correlation
on the DSP object mentioned above. Most of these definitions can be generated from a little bit
of user input. The evaluator function is an arbitrary piece of code supplied by the user. The ports
are made available as methods on the object itself. Reading from a port is a ggtiopkration
while writing to a port is a typicasetoperation. Naming collisions with pre-existing methods are
avoided by automatic detection and renaming of the port accessing methods.

POdefaultParameters
"The names of the default parameter ports"”
(datal data2)

POdefaultResults
"The names of the default result ports"
N(result)

POdefaultCoordinatedParameters
"The set of input ports to coordinate before executing the object"
f(datal data2)

POdefaultEvaluator
"The default mechanism for evaluating the object"
"[:anObject | | result |
result := anObject correlate: anObject datal and: anObject data2.
anObiject result: result]

Figure 4.2: Correlation annotations

With these declarations placed in the class of the object to be ported, we can port an instance
of the class using the following expression.

anObject meta installModel: PortedObiject for: anObject
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The installation procedure automatically constructs the necessary meta-components, ports,
virtual slots etc. to makenObject ported. Once this has been done, the object is free to be
connected to others and run. Note that due to the coordination constraint requiring inputs on both
input ports before the object will evaluate, both ports must be connected to some data source.

There are a variety of techniques for actually connecting ports together. Below we show one
which uses the model definition itself to manipulate the meta-levels and make the connection. In
the example, pontesult of the object callegource is connected to the port calléapbut of dest.

Again, this automatically constructs all the necessary infrastructure and installs the connection.

PortedObject connect: #result of: source to: #input of: dest

Further discussion and examples of BeetedObject model are given in Section 7.3 where we
present the Vibes data analysis tool developed for CodA.

4.3 Compound ported objects

In complexPortedObject graphs we would like to be able to think of and manipulate a group of
PortedObjects as one. The encapsulation should be completely transparent to objects both inside
and outside the group. By taking a generic analysis object and reusing some of the meta-components
already described, we can createcsnpoundPortedObject as shown in Figure 4.3.

Compound
rl
Y B

r2
p2 M—B—

—_—

Figure 4.3: Compound object example

In the diagram we see three objects B andC) encapsulated i€ompound. Compound is
itself just a generic analysis object which by default has no ports or particular evaluation behaviour.
We have added parametgdsandp2, and resultsl andr2. The parameters and results are logically
linked, as appropriate, to those of the contained objects. The desigmpiound is an interesting
problem.

In accordance to theortedObject model, data values coming t should come from some
PortedObject’s Send (e.g., aMultiSend). Compound’s Send fits those requirements but it manages
theexternalconnections foCompound and has no facilities for managing a separate settefnal
connections. The situation is similar fBompound’s result ports andccept.
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An obvious solution is to implement ne8end andAccept components which keep two con-
nection lists, one internal and one external and manage messages accordingly. But this would just
be duplicating existing behaviour and adding special cases in connection management. An alter-
native is to use tw@ortedObjects instead of the singleéompound. One would handle the group’s
parameters and one its results. This however goes against our goal of having the group act as one
object — The group’s incoming and outgoing connections are connected to different objects.

We take a novel approach and extebampound’s meta-level to have two new behaviours,
InternalSend andInternalAccept. These behaviours are actually defined by normnatiSend and
MultiAccept components.Compound’s original Accept andSend components remain unchanged
and continue to handle all external connections wiilernalSend andinternalAccept handle the
internal connections. Figure 4.4 shows the configuration for the parameter sidmpdund from
Figure 4.3. Note thail andp2 in the two figures are the same.

Internal
Send

pL
p2

Figure 4.4: Compound object parameter handling

Compound’s Accept has two portspl andp2, corresponding to its two parameters. Values
arriving at those ports are tagged as described above and then passed, at the meta-level, to the
corresponding port o€ompound’s InternalSend. From there they are, as per normal operations,
broadcast over the appropriate port’s connections to the objects contai@thpound. The
structure of the result side is analogous though reversed.

The contained object’s meta-levels have no idea that they are inside a conguotanidbject.

The objects connected @pmpound have no idea that it is a compouRdrtedObject. The encap-
sulation is completely transparent but for the addition of one message pass’ overhead. The result
is a very powerful abstraction mechanism which allows compdentédObjects to be arbitrarily
connected and nested.

4.4 Summary

This model is simple and appealing. From a porting and communication viewpoint, all objects
have a consistent and uniform model. From a meta-level architecture point of view, Compound
PortedObjects demonstrate how the meta-level is completely extensible and how meta-component
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defined behaviour is reused. In our original architecture design we never imagined a requirement
for having multipleSend or Accept components. In this situation however, itis not only convenient
and reusable but is esthetically pleasing.

Furthermore, the meta-components developed for this model are quite generic. It is easy to
see other situations, quite independent ofRbieedObject model, in which we would like to have
multicast behaviour or coordinated behaviour. In those cases, these components can be directly
reused.
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Our previous example object models have largely involved only the modification of existing meta-
level behaviours. In this chapter we explore a group of object models which define behaviours
completely new to normal objects. In particular, we predgnt distributed object systenil]
contains models for generic distributed objects as well as replicated and migrated objects.

Our objective inimplementingj was to create an environment for designing and experimenting
with distributed applications and various forms of distributed object computing. The creation of
distributed applications is often hindered by a laclagfriori knowledge of how objects will react
to distribution. The use of strongly typed languages can help static analysis techniques determine
call graphs and interaction patterns but it is difficult to account for the dynamic nature of distributed
systems (e.g., the same application may run differently depending on the machine topology). This
is also true of the distribution mechanisms themselves.

Notions such as distribution are often embedded in a language system or base-level code. This
prevents users from easily experimenting with new forms and policies for distribution. They must
use that language or distribution system. These environments are often restrictive and require
changes to base-level semantics to incorporate meta-level (i.e., distribution) concepts.

In our approach, the separation of the base-level application code from the meta-level object
behaviour (e.g., distribution) code plays a key role. This separation enables distributed application
developers to prototype their applications and experiment with distribution models while minimiz-
ing the effects on the application’s code. We allow normal objects to be reused in a distributed
environment by transparently adding distribution behaviour to their meta-level. In addition, new
distribution mechanisms are more easily integrated with existing object behaviours.

There has been relatively little work done using explicit meta-level architectures for imple-
menting distributed object systems. Apertos [43, 44], AL/1-D [33] and GARF [15] being notable
exceptions. These systems vary in their domain and approach.

GARF’s domain is communications and transactions. The system provides various forms of
replication and persistence for objects. It is based on a limited, two level meta-level architecture
which is somewhat specific to their domain. Apertos and AL/1-D emphasize the operating system
aspects of distributed systems. They focus on the reification of system-level notions such as, shared
resources, memory paging and object naming, and do not provide object related operations such
as replication. While these issues are important, CodATaiedncentrate on the object aspects of
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distributed object systems.

We start with a general meta-level architecture and add comprehensive distribution mechanisms.
Itis important to have a sound footing for describing object behaviour because the issues related to
distribution are far-reaching. They involve heterogeneous state representations and update policies,
and demand mechanisms for the control of the intra-object concurrency implicitly introduced by
remote referencing. The use of a general framework oriented towards objects enables behaviour
reuse, combination and extension far beyond that available to special purpose (e.g., ‘distributed’)
systems.

Tj provides both distributed computation mechanisms such as remote references, replication,
migration, etc. and a general architecture for defining and describing policies for their use. Partic-
ular emphasis is placed on argument and return value passing techniquesafishaling. While
most systems provide a means of specifying marshaling on a per-object or per-object group (e.g.,
class) basis, this is not enough. Objects are often used simultaneously in many different contexts.
We must be able to specify marshaling on a per-use bdsgiprovides an open, extensible mar-
shaling framework based on declaratmarshaling descriptorahich are specified by users or by
the system via automatic analysis.

Based on these ideaF, adds three new object models;

e DistributedObject
e ReplicatedObject

e MigrantObject

The DistributedObject model reifies general distributed object behaviours such as marshaling, and
augments objects with the infrastructure needed to exist in a distributed system (e.g., global address-
ing). ReplicatedObject andMigrantObject, as their names imply, provide replication and migration
capabilities to objects. These operations are designed in terms of new and existing behaviours.

The following sections detail the underlying infrastructure providedlpgind the new and
modified meta-level behaviours required to add distribution, replication and migration to standard
objects.

5.1 Distributed system infrastructure

A Tj distributed system is a collection DfstributedObjects living in object spaceand intercon-

nected byremote referencesThese spaces are mapped omtachinesn somesystem topology
interconnected byransport mechanismg-or our discussion here, the important concepts are ob-
ject spaces and remote references. The others are relatively low-level system details the nature of
which will vary from implementation to implementation.

5.1.1 Object spaces

Object spaces are a grouping mechanism for objects. Typically there is one space for each processor
in the system. Each of these spaces maintains a list of the objects and references it imports and
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exports. Spaces are also used as part of the globally unique identifier assigned to all objects. An
object’s global id is based on the space in which it lives and some id within that space.

References to remote objects are always represented by the object’'s global identifier. On
import, the global id is matched to any local representative (e RenateReference or replica)
which may exist in the receiving space. If none is found, one is created and installed automatically.
By manipulating an object space’s import and export tables and these global ids, we maintain
system-wide object identity.

Object spaces also support a simple distributed garbage collection mechanism which releases
export registration for local objects which are no longer referenced remotely. This allows the actual
object to be reclaimed by the local garbage collector if it is not referenced locally.

5.1.2 Remote references

RemoteReferences are the local representation of some remote object. They are similar to
Proxies[37]. LocallyRemoteReferences are just like any other object. They can be stored in
instance slots, assigned to variables, passed as arguments, etc. When sent a message, the sim-
plestRemoteReference just forwards it to the space containing the real object —taitget More
sophisticatedremoteReferences process some messages locally while forwarding others to the
target.

RemoteReferences are themselves implemented using modified CodA meta-components as
shown in Figure 5.1. According to the CodA execution model, when a message is sent to an
object, the sender'Send and the receiver'sccept interact to effect the message transfer. In the
distributed case, these meta-components are in different spaces. Local to the sender, the receiver
is aRemoteReference (e.g., B’) and itsAccept is an intelligentRemoteReference to the target’s
Accept. Rather than performing the normadcept operation, the localccept (RemoteAccept)
marshalsthe message into a stream of bytes and transmits it to the remote space. Once there, the
message is reconstructed adepted by the reahccept. In this way, theDistributedObject model
is uniformly applied to all objects in the system, even to those of the meta-level architecture in
which it is implemented!

A RemoteReference’s meta-level is also interesting because the way its meta-components are
managed. SincRemoteReferences are ubiquitous in the system and they are often short-lived, itis
too costly to maintain an separate meta-level for each just to track the references to its components.
Instead, wheneverRemoteReference’s meta-level or one of its meta-components is needed locally
(e.g., during the message sending shown in Figure 5.1), the system automatically creates a local
representative (i.eRemoteReference) of the correct kind.

TheRemoteAccept in Figure 5.1 is an example of this. During the executiod&fSend code
something like the following will be executed:

M receiver meta accept accept: M for: M receiver
When we fetch the receiver’s (i.eB’’s) meta we create RemoteReference whose handle i
but which knows it is a reference to its handle’s meta-level. Similarly, when we then reference
the remotemeta’s components (e.gB’ meta accept), we dynamically create analogous remote
component references. This way we completely eliminate remote messaging for meta-level access.
In a sense these are symbolic references which are resolved to actual objects only when they are
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Figure 5.1:RemoteReferences and the meta-level

imported into the space which holds the target.

These sorts of mechanisms are very easily and consistently implemeifijdzecause we have
a uniform basis for their design (i.e., CodA). This is also a demonstration of the integration and
flexibility of the environment. Here we use CodA to implement distributed objects and then apply
the distribution mechanisms back onto CodA itself.

5.2 TheDistributedObject model

The most important property distributedObjects is the reification of their state and execution
behaviours into distinct objects. This is a direct consequence of the CodA object model’s explicit
definition of theState andExecution meta-components. In the distributed domain it means that an
object can store its state in one space but execute in another. Extending this property, an object’s
state and execution can migrate independently. Such relationships and properties are exploited
throughoufTj’s distribution mechanisms.

5.2.1 Distributed object execution

In general, the execution model ®f objects is eitheractive or passive An active object has a

thread of its own while passive objects do not. Normally, when a passive object receives a message,
it borrowsthe thread of the sender method for the duration of the corresponding method execution.
However, when a message is received from remote object, there is no local thread to borrow. The
system provides a thread which does not belong to a particular object but simply executes a set of
message sends from some root method. When that method exits, the thread dies or can be reused.
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Active objects, on the other hand, have a thread of their own and execute independently of
the other threads in the system. They also may feta’e methods An active method is a
method which is executed exclusively by the object’s thread. In conpassjve methodsan be
executed by any thread. These facilities are used largely in support of controlling concurrency and
synchronizationin away similarto Emerald’s monitors [22]. CodA also supports more sophisticated
intra-object synchronization mechanisms but these are not discussed here.

Distribution is introduced into a system for a number of reasons; because it fits the problem
domain, for fault tolerance or for increased performance. We can gain performance through con-
current or parallel execution of distributed objects. To describe parallelism within a distributed
object,Tj includes notions of distributethessage arrivahnd distributeanethod execution

Distributed message arrival is the idea that when a message arrives at some object, it is simul-
taneously distributed to all versions (e.qg., replicas) of the object. This is different from traditional
message multicasting in that it is defined by the receiver rather than sender. Distributed method
execution implies that when a method is invoked, it is invoked for all versions (e.g., replicas) of the
object.

These notions are different in two ways. First, message arrival does not imply the execution
of a particular (or any) method. This mapping is determined by the receiver's meta-level. Second,
since messages may be queued before being processed, message arrival and the method execution
which may follow are temporally decoupled events.

These differences are important in that they represent different points in an object’s execution at
which we can control concurrency. By automatically distributing messages on arrival to a group of
objects (e.g., replicas), we leave control over their handling to the individual objects. Individuals
may choose to ignore or delay some messages. On the other hand, distributing method execu-
tion centralizes message handling but injects concurrency into the execution of the corresponding
method.

5.2.2 Marshaling

The marshalingproblem is another important issues in building distributed object systems. To
build a distributed system, it is technically sufficient to supply just a pass-by-reference mechanism.
Unfortunately, the exclusive use of referencing leads to a dramatic increase in cross-space references
and messages. This in turn leads to a decrease in performance of both user code and system code
(e.g., distributed GC). Passing objects by value (i.e., by copying) reduces cross-space messages
but at the expense of an increase in message size. There is also a loss of generality as copying is
typically only applicable tammutableobjects where it will not affect semantics.

Work with Emerald [22] has explored more sophisticated techniques such as pass-by-move
and pass-by-visit and found them to be useful. We have developed a generalized marshaling
mechanism based on the notion mfrshaling descriptors Used in conjunction with general
Marshaling components, these descriptors ghiats as to how an object should be marshaled.
Examples are: reference, cached, shallow/deep copy, replica, etc.

In Tj, an object’s marshaling policies are defined at the meta-level by the component filling
the newly createtarshaling behaviour. These policy descriptions are an interface to the general
marshaling mechanisms supplied By
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Users trade-off flexibility and efficiency by manipulating thiarshaling component. The fully
general mechanism allows the dynamic analysis of object graphs to determine the appropriate
marshaling strategy. At the other extreme, we can specify that a primitive, no-frills strategy be
used. These choices can be precompiled from abstract declarative specifications into efficient
marshaling methods which are used directly.

Below we present the general marshaling framework and the supported marshaling techniques.
Following that, we discuss the setting of marshaling policies and approaches to distributed system
optimization by modifying marshaling strategies.

Every object has a default descriptor (supplied byMtsshaling) which is used if no other
descriptor is supplied. In general, user-supplied descriptors can override a default however it is
possible to prevent or constrain this. Descriptors areddsariptor generators that they produce
descriptors for the various parts of the object whose marshaling they describe.

At the heart of the generalized marshaling mechanism is a generic object graph walker or
marshaler The marshaler walks object graphs according to a series of marshaling descriptors.
At each object in the graph it invokes the operations specified by corresponding descriptor. The
marshaler maintains the minimum desired, current and maximum desired traversal depths as well
otherglobalinformation such as a marshaled object registry used for cutting cycles. These combine
to give descriptors a global view of the marshaling process for use in determining how to proceed.

The available set of marshaling descriptors is completely extensible and allows users to add
new marshaling techniques in support of new distributed object behaviours. For example, with the
addition of theReplicatedObject model came &eplica descriptor which specifies that an object
be marshaled as a replica. Below is a list of the marshaling descriptors which are part of the basic
system and the object models discussed in this chapter.

Constant Substitute some constant value held by the descriptor for the actual object being mar-
shaled. Marshal the constant according to a descriptor also held internally.

Basic Marshal the object’s instance variables according to its contents’ default descriptor.

Depth Traverse the object graph from the current object to a minimum and maximum depth as
specified by the descriptor. Using this mechanism we can specify an infinite range from
shallow to deep copy.

Slot Specify, on a per-slot basis, descriptors to use in marshaling an object’s slots.
Reference Marshal a global reference to the object.

Cached ReferenceMarshal a global reference such that the first time it is accessed, the reference
is resolved locally according to a descriptor held by the reference. Note that this resolution
descriptor can take any form.

Replica Replicate the object in the receiver’s space. The object is replicated according to a further
descriptor held internally.

Move Move the objectto the receiver’'s space. The objectis moved according to a further descriptor
held internally.
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Operation Specify a block of code to be used in marshaling the object. This is the escape mech-
anism which enables arbitrarily complex marshaling.

Use Marshal objects based on manual or automatic code analysis oétk&/ingobject’s use
of the objects. This is suitable as a general default because if no analysis information is
available for an object, its self-specified defaults are used.

Attach Specify a set of arbitrary objects to transparently marshal along with the target object.
Also allows the specification of marshaling descriptors for those objects. This effects an
Emerald-like object attachment facility.

Descriptors can be computed or declared. Computed descriptors are often the result of some
analysis process while declared descriptors occur as annotations to messaging operations. A mes-
sage annotated with a declarative marshaling descriptor is shown below. Note that computed and
supplied descriptors are handled in the same way by the system. They are just derived and attached
differently.

For example, the sequence:

someObject <- foo: argl {deep} bar: arg2 {replica} sends thébo:bar: message teomeObject
and marshals the first argument usdegp copy. The second argumentéplicated in the receiving
space. In this case it is replicated according todtye’s default replication descriptor (see below
for a discussion of replication descriptors). If we wish to specify how the replication will take
place we can specify a furtherestegddescriptor such agteplica: (-3 20)}. This specifies that the
argument is passed as a replica which is a copy of the object graph starting at argument and going
to a minimum of depth 3 and a maximum of depth 20.

This notion of nesting descriptors can be applied in many situations. For example, when using
cached reference marshaling we can also specify a descriptor to be used to resolve the remote
reference when it is located. We may even choose to resolve the reference with a replica (e.qg.,
{cached: replica}). Variations on this nesting theme can be as complex as required and can involve
almost any of the descriptors mentioned above.

5.2.3 Marshaling policies and optimization

Optimization of object marshaling has two facets; the mechanism and the policy. As discussed
above,Tj’s generalize marshaling framework allows users to substitute arbitrary marshaling mech-
anisms in a declarative way. These user-defined mechanisms can be as simple or as complex as
required. Users looking to reduce marshaling overhead should analyze their application require-
ments and perhaps replace some objects’ fully gem¢siedhaling component with one which is

more specific and more efficient. Alternatively, they can continue to use the general mechanism
but declare more specific descriptors to match their situation.

A rich, extensible set of marshaling mechanisms is only part of the answer. We must also be
intelligent about how we determine which mechanism to use for a particular object in a particular
situation. There are a number of ways of determining the best or most effective marshaling strategy.

By default each object follows a strategy determined by some internal property (e.g., class or
type). Tj, like most systems, says that by default objects are passed as references unless they are
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immutable, in which case they are passed as values. Clearly this is not sufficient. In the previous
section we detailed how messages can be annotated with marshaling information for its arguments.
These annotations override the defaults for an object. In many cases we have found that specifying
such annotations does not have the expected effect. For example, caching or replicating an object
may result in more remote messages than it eliminates. The problem is that once the object is local
to some other processor it will execute its code on that processor. If that code executed accesses
instance variables which were not made local then a remote message will be required. If this is
done frequently it may outweigh the benefits of having copied the parent object local.

Emerald and other systems address this using the notiabjett attachment Under the
attachment mechanism, users explicitly attach objects to one another. When an object is copied,
all of its attached objects are copied. This solution works to a certain degree but does not take into
account use-cases. By modifying the object itself, the attachment mechanism forces the object to
have that behaviour for all uses. We have found that in certain situations we or the system know
that the attached objects will not be required and so need not be copied/replicated/moved.

Use-case specific marshaling is tremendously important in the implementation of both system-
level mechanisms and automatic optimization techniques. When implementing a distributed object
operations (e.g., replication) the use of a particular marshaling strategy can be very important.
These strategies are independent of the user’s view of the object’s marshaling strategy (i.e., the
object’s default). For example, while object attachment is useful for message passing marshaling,
it may not be relevant to replication. The replication mechanism must be able to marshal objects
independent of their implicit or explicit marshaling specifications.

Tj approaches this issue using marshaling descriptors. By modifying an oljactisaling,
we change its default marshaling descriptor and effect slot-based attachment. As shown above,
these strategies (i.e., descriptors) can be specified as message send time. The form of an object
under replication, copying, caching, etc. may be different from that of messaging and is specified
with separate defaults and explicit arguments passed to those operations.

The declarative nature of these specifications lends itself to integration with automatic analysis
and optimization techniques. These techniques depend largely on the analysis of particular base-
level sends to determine how parameters and return values should be passed — It is, by definition,
use-case specific. For example, if analysis reveals that a particular object is not used, then we
simply generate aonstant: nil descriptor which marshals it af. Since it is not used, its value
does not matter.

Static analysis of the entire Smalltalk class library found that approximately 7% of all arguments
are not used. While many of these represented error conditions (i.e., they would never occur), the
majority were due to polymorphism and specialization. In some cases, methods at the top of an
inheritance hierarchy provide for the specification of certain parameters but due to their general
nature, do not actually use the parameter. They assume that the parameter will be used by an
overriding method. More frequently however, subclass methods ignore arguments required by
superclass methods in favour of some derived or stored value. In both cases, this behaviour is in
an attempt to maintain protocol compatibility and facilitate polymorphism. As such, we expect the
number of unused arguments to increase as class libraries grow.

Analysis may also determine that a particular message’s return value is not used in any sub-
stantial way. We cannot simply say “don’t return a value” because often the return of a value is
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used as an indication of operation completion or synchronization. We can however, specify that the
value to be returned should be some trivial object tike This will maintain the synchronization
properties of the message while eliminating most of the overhead. The potential gains may be
great. The code of our Smalltalk environment contains some 100,000 message send operations of
which the return values of approximately 27% are not used (in static analysis).

Our work has been with untyped languages like Smalltalk and so our analysis capabilities are
somewhat limited. While even this simple work can be useful, in general, an increase in analysis
detail is accompanied by an increase in precision in the descriptor and thus optimization. Static
analysis with strong-typing can determine a method’s marshaling requirements quite accurately
by looking at its parameter and return value types and references, and examining the call-graph.
Systems like Orca [3, 42] and Munin [5] use such techniques. Unfortunately, even this analysis
can result in sub-optimal marshaling at run-time.

For example, suppose we developed a metric for determining how many times a method ar-
gument is accessed. Using this metric we might suggest that arguments referenced mare than
times be passed by value or by migration so they are local. On the other hand, at run-time we may
find that one of those arguments is in fact a very large structure and that copying or moving of the
object would be costly. Clearly there is a trade-off. Note that strong typing does not address this
case as the copied size of an object is determined by itsagdés attachments which may be
dynamically determined.

We propose the use of run-tinmegotiationwhich would weight the accessing costs against
the copying/movement costs and determine the appropriate action. By negotiation we do not mean
some heavy-weight, multi-iteration conversation between the sender and receiver over the processor
inter-connect channels. We look to the meta-level and see that an object, by giving out a reference to
itself, is projecting a part of it&ccept into the remote space (e.g., tRemoteAccept in figure 5.1).

The sender'send component can communicate and cooperate locally with the receiver’s projected
Accept to determine the best communication strategy.

By implementingTj using a rich meta-level environment (i.e., CodA), we expose implementa-
tion information and allow the system to make informed choices. This exposure does not violate
encapsulation because it is the object’s choice to provide informaljgrovides the mechanisms
and framework for using the available information to calculate declarative marshaling specifications
which suit the needs of a particular object interaction. The mechanisms scale to handle a full range
of marshaling descriptors from broad hints to precise forced specifications. These facilities are
much more general and powerful than those seen in any other system. While it would be possible
to add some of them to existing environments without explicit meta-level support, the availability
of the CodA meta-level facilities has made their design and implementation very easy.

5.3 TheMigrantObject model

As discussed in the overview @f’s distributed object model, an objecBsate andExecution are
independent. As such, the issues related to the migration of their state and execution are somewhat
orthogonal. In fact, since an objecE&xecution is just another object, the implementation of its
migration is largely the same as that of base-level objects. To control or define the migration of an
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object, we create a new behaviour in the meta-levejtation.

5.3.1 Computational migration

We do not consider the possibility of a computation (e.g., an objegé&sution) being replicated.
Replication (see Section 5.4) generally implies some level of global consistérjcgssumes

a MIMD computing model and expects the various copies of an objéggsution to evolve
independently making global consistency undesirable. An objéggsution can however, be
copied or migrated to remote spaces in a way similar to the computational migration seen in [17].
Note that an object can ha®xecutions in many spaces and still only maintain one version of

its state. This is a direct consequence of the separation @t#e andExecution behaviours of
objects and gives rise to the following six possible relationships between versions of an object’s
State and itsExecution:

1: 0 Normal passive object. This is the default case. Objects have one state location and borrow
threads from their senders.

1:1 Normal active object. Objects have one state location and a dedicated thread for their execu-
tion. These may not be co-located.

1: N Parallel object with single state. Useful where the object makes many accesses to remote
objects and few to itself. Simply copy tlEecution to all the relevant spaces and the meth-
ods execute locally. Optional method distribution will result in all copies ofekezution
executing the same method though not necessarily in lock-step. State accesses are serialized
through the one copy of the state.

M : 0 Replicated passive object. Each replica is passive and borrows threads local to its state.
This results in a degree of implicit parallelism. State accesses are controlled according to
the replication consistency model.

M : 1 Replicated active object. Use cases for this may seem somewhat contrived but they are
nonetheless feasible as potential behaviours. Consider the case where a particular object is
large, as is the number of references it does to itself and the objects in any given space. The
object’s execution is such that it processes data in one space discretely and then moves to the
next. In this case, it may be more efficient to replicate the state once in each space. Then
we can avoid the iterative state migration and execution synchronization cost by migrating a
singleExecution among the replica.

M : N Replicated parallel object. This is a mixture of the above models.

Methods for an object executing remotely are such that the receiver (i.e., self) is a
RemoteReference to the object which is the master copy of the object’s state. All instance variable
accesses are converted to remote message sends to the nearest space which maintains state for
the object. Depending on how tlEecution was created, the local version of the object may also
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maintain local versions of the object’s other meta-components such that some messages are handled
locally.

Tj does not support full thread migration in the sense that arbitrary threads cannot be migrated
at arbitrary points in time. There is no design limitation imposing this restriction, it has yet to be
implemented. As it is, migration (and in fact copying) can only be done on message processing
boundaries. Basically this is to avoid the need to copy and recreate arbitrary portions of the stack.
Since we are on a message boundary, we can simply construct the appropriate stack base for the
execution in the new space. There are some outstanding technical issues relating to the migration
of active objects which will be addressed in future work as the need arises.

5.3.2 State migration

The mechanisms fatate migration are quite similar to those for replication. Migration does not
place any “after operation demands” on the originating space other than the need for a migrated
object location mechanism [14]. Migration is essentially a copy operation followed by a global
pointer update.

As with replication, objects are migrated according to the slot specifications given in a sup-
plied migration descriptor. Migration descriptors are derived from replication descriptors. In the
implementation they are simply the marshaling descriptor used to marshal the object when it is
moved to its new location. As such, objects and their slots can be migrated in almost any form.
For example, specifyinguigrationfor a particular slot effects an Emerald-like attachment. Using
acached referencwill copy/migrate/replicate an object only if it is accessed in the remote space.
Note also that an object can be passed as a migrant. That is, a mechanism similar to Emerald’s
pass-by-move is implemented by using thigrate marshaling descriptor with a message.

There are also issues related to the threads executing in an object when it is migrated. By in
large, these are handled by the local object replacement mechanism. When an object’s state is
migrated, the local version of the object is replaced by a remote reference to the object in its new
location. As such, any references or messages to the object will be forwarded to its new location.

In addition to specifying the form of the migration, thigration also defines the policies
for migration. For example, where and when the object is to be migrated. In many cases, the
user/programmer mayint that an object should be migrated. Say in a parameter passing marshal
descriptor. Itis then up to the parameter objektigration to provide additional information (e.g.,
cost, size, complexity) in support of the parameter passing negotiation techniques discussed above.
This is also true oReplications.

5.4 TheReplicatedObject model

When an object’s state is replicated, timaster(the original) is copied to one or more remote
spaces creating a numberafents The master's meta-level is modified such that state changes
are trapped by th@&eplication component. Replication is in fact independent of state form and
can accommodate radically different representations in different spRegication components
themselves are quite simple.
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The master'Replication maintains a list of spaces which contain replica. On state change,
it coordinates with those spaces to update the clients according to some consistency model. The
clients’ meta-levels contain a counterpBR#plication component which has agreed to an update
protocol and knows the identity of the master object. Depending on the consistency model, state
reads are also routed through fReplication.

The replication model for an object is specified via a descriptor. Replication descriptors are de-
rived from the marshaling descriptors discussed in Section 5.2.2. In short, the replication descriptor
is the marshaling descriptor used for the argument tapdate: message which is invoked when
a replicated object is modified. They also contain information related to multicast and master-only
messages as discussed below.

The ReplicatedObject model also extends the set of available marshaling descriptors. Readers
of Section 5.2.2 will note the presence oRaplicamarshaling descriptor in the list of available
marshaling descriptors. This in combination with the uniform descriptor mechanism admits the
following possibilities:

e Parameter passing by replication. This is a novel mechanism in which the argument is copied
with an indication that when it is received in a space, it should report back to the master for
consistency management.

e Varying consistency models by slot. Allowing different consistency models recognizes the
fact that objects may have different use patterns from application to application and that the
demands they place on their state variables may not be homogeneous.

e Slot form specification. While the consistency model describes how and when replica are
updated, specifying the formis directly analogous specifying the object marshaling descriptor
used when updating a remote value. In message passing, a use-case may demand that a
particular slot of an object be passed in a certain form (e.g., copied to a particular depth).

In replication we may encounter the same use-case and would expect that slot of the object
be replicated, in this case, as a copy to a particular depth. Here we allow the full range of
marshaling mechanisms for use in specifying remote slot form. Replicated slots can even be
updated by further replicating the value in the slot!

5.4.1 Replication example

To demonstrate replication we develop the partial replication scenario shown in Figure 5.2. The
figure shows two objectsyiginal (in space 0) anekeplica (in space 1). Though not showarjginal
is actually a 2D N-Body [4] problem solver which calculates the forces exerted by, and movements
of, a collection of bodies gparticlesin a 2D plane. N-Body solvers arrange a set of particles in a
Quad tree structure according to their physical location and then process each particle individually.
Overall, processing consists of a couple tree scans and iterations over the collection of particles.
Readers are referred to Section 7.1 for a more detailed discussion of this application.

To distribute this algorithm we divide the particles into subsets which are worked by different
solvers, one per space. The sets however, are not entirely independent as all particles potentially
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Figure 5.2: Distributed object layout

exert forces on all others. The tree is the central data structure for relating particles to one another
and must be globally known and unique. The solver is a prime candidate for partial replication.

As shown in Figure 5.4riginal, the solver, has two slotparticles andtree. replica is a partial
replica oforiginal where thetree slot is consistency managed and tlaeticles slot is not. All the
replicas in the system share the same tree but have independent particle sets. The replication of
original is done in a series of six steps. Figure 5.3 shows the required code while the discussion
below explains each step.

1. Ensure that theriginal’s Replication compatible with the behaviour described by the
MasterReplication component. It should be able to detect state changes in the appropri-
ate slots and maintain a list edplicas. The first argument is a marshaling descriptor which
specifies how the slots afriginal are to be copied to the remote space and as a result, how
original is to be replicated. Simply giving a slot name indicates that the slot is to be replicated
using whatever marshaling technique is appropriate at the time (i.e., the default).

2. Invoke the replication operation and specify which spaces are to receive replica. In keeping
with our example, only space 1 is specified.

3. Copy the relevant slots afriginal to all of the specified spaces. Theplicate:using:for:
message has three arguments. Though the first and third appear redundant, they are not —
they are marshaled differently. The first argumentis marshaled according to the specification
in descriptor while the third is marshaled as a reference. This difference is critical for the
next two steps. When the message gets to the remote space, the first and third arguments will
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1) original meta replication asMasterUsing: #('tree’) for: original.
2) original meta replication replicateln: (Spaces at: 1) for: original

MasterReplication»replicateln: space for: base
3) space replicate: base using: descriptor for: base.
6) replicaSpaces add: space

Space»replicate: copy using: descriptor for: master
4) copy meta replication asClientOf: master using: descriptor for: copy.
5) master become: copy

Figure 5.3: The making of a replica

no longer be identical. The first will be a copy ldise while the third will be a reference
to base. Note that though marshaling descriptor specification is a simple addition to the
messaging syntax, the details are omitted from this example to improve clarity.

4. Make the remote copy intodient of original. This is similar to step 1 and executes in the
remote space which will contaieplica. copy’s meta-level is modified such that all state
changes are delegatechtaster and theReplication knows the identity of itsnaster for future
reference.

5. Convertany preexisting remote referencesitgnal to be local references teplica. Remote
spaces may contain referencesraster prior to replication. To maintain a consistent view
of the world, these remote references should be changed into local references to the newly
created replica.

6. Invoke consistency management on the replicated slotégdfal by adding the space to the
list of consistency controlled replica locations.

In step 1 we hooked the relevant state change operationsifimal. Note that we do not
require a newstate component. The existing component’'s meta-level is manipulated to hook state
accesses. This both isolates replication from representation and reduces the possibility of object
model conflict. Whermriginal’s replicated state is changed, Rsplication’s update:with:for method
(shown below) is invoked by the hook. The method simply broadcasts the chasigetoall of
original’s clients.

MasterReplication»update: slot with: value for: base
replicaSpaces do: [:space | | rep |
rep := (base in: space).
rep meta replication update: slot with: value for: rep]

In this example we have shown a relatively lax model of consistency. To implestrarit
consistencyequires only the addition of a two phase update protocol between masters and clients
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and the hooking or delegation of both read and write state accesses on masters and clients rather
than just writes. Both of these changes are straightforward and are done using existing meta-level
structures and mechanisms.

5.5 Implementation

The current version dfj is implemented in Smalltalk and runs on the Fujitsu AP1000 MPP machine
[38] with up to 1024 nodes. It also runs on clusters of Sun workstations using MPI messaging. All
of the mechanisms and models described here are implemented and running with several more in
the design and implementation stage. On all platforms we use a third party messaging package to
implement message passing between object spaces. The AP1000 implementation uses the Fujitsu
CellOS messaging library and the workstation version uses an implementation of MPI.

While layering gives us portability and flexibility, it also has some affects on performance. In
the case of CellOS and MPI, the messaging libraries copy incoming messages before the user can
read them. Furthermore, since we allow concurrent receipt and unmarshaling of messages, we
have to copy the message buffer once again before the objects it contains are reconstructed. The
situation is similar on message sending. The net result is four more copying operations than may
be strictly necessary. A more optimized implementation could eliminate some or all of these.

Another problem has to do the lack of interrupt driven messaging and timer interrupts. The
messaging libraries do not provide interrupt driven messaging so we must poll the incoming mes-
sage queues for new messages. Unfortunately, the AP1000’s basic OS also does not provide timer
interrupts so it is difficult to develop any sort of regular polling mechanism. The current imple-
mentation simply polls the message queue when there is nothing else to do (i.e., when idling). This
works in practice but can lead to unnatural event (i.e., execution) ordering since incoming messages
do not get into their receiver's message queue afitibbjects on the processor are idling. We can
adjust priorities to reduce this problem somewhat but cannot eliminate it.

The addition of a timer interrupt as is available on the workstation versiofj gives us
regular polling but still limits responsiveness to, in the worst case, the polling period. On common
workstations the fastest interrupts are 1ms. Future versions dfjtiteessaging system will be
more tightly coupled with the underlying system and improve latency.

The current system is unique in that it is the only implementation of an industrial grade, pure
object-oriented language on an MPP class machine. The implementalfipm&malltalk on this
class of machine (i.e., MPP) is quite interesting and novel in and of itself. Our implementation
gives users full access to all of Smalltalk’s development tools including advanced configuration
and version management utilities. They AP1000’s front-end processor is integrated into the cell
topology. Objects in cells and the front-end can directly reference each other and communicate
transparently. Users are presented with a graphical front-end to the AP1000 cell array and can
browse the executing code and inspect the resident objects. There is also basic support for remote
debugging (e.g., stepping of remote processes).

The only other implementation similar to this is Hewlett-Packard’s Distributed Smalltalk[16].
HPDST is implemented on ParcPlace Systems’ VisualWorks system and runs on clusters of work-
stations. Fundamentally it is an implementation of the CORBA [31] distributed object system.
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While it is an interesting system, it is based on a somewhat restrictive object model and does not
include a general framework for meta-level computing or sophisticated marshaling etc. CORBA
objects are relatively coarse-grained and heavy-weight.

5.6 Summary

We have detailed the various object model3jnour distributed object system. They go together

to form a comprehensive distributed environment suitable for prototyping applications and experi-
menting with distribution mechanisms. In the distributed computing domgacapabilities rival

those of dedicated distributed systems like Emerajchowever, a retains and makes available to

the programmer, the full power of the CodA architecture. Users take advantage of this to describe
new behaviours which better suit their situation.

Tj provides a powerful and extensible framework for describing object marshaling on a per-
object, per-object-group and per-use basis. Our model of marshaling descriptors presents the
user/programmer with a single, clear and consistent model of inter-space object transport specifi-
cation. The descriptors are used both for object marshaling and mobility operations (e.g., replication
and migration). They are uniform and recursive.

Overall, Tj addresses problems related to introducing distribution to systems which previously
had none and in the description of complex distributed object behaviour. The framework itself
is robust and extensible. Future work in this area will be directed at the addition of distribution
mechanisms (e.g., new replica coherency strategies) and automatic analysis of application code to
direct the use of distributed mechanisms such as marshaling.

Tjis based on the idea of object behaviour change at the meta-level. It uses the CodA meta-level
architecture to open the implementation of objects and provides a framework for the description
of sophisticated distribution mechanisms (e.g., replication). The clear separation of base- and
meta-levels facilitates the distribution of objects which were never intended to be distributed. With
the CodA architecture users have a solid foundation for describing detailed policies for the use of
distribution. They also have access to mechanisms for the control of the concurrency implicitly
added with the distribution.

As we demonstrate in Chapter 7, the addition of distribution requires very little change at
the base-level. As such, programmers can reuse entire class libraries and experiment with quite
different distribution models without major concern for base-level behaviour.

This is in contrast to dedicated distributed systems like Emerald where users are forced to use
the Emerald language and environment for which there is little existing software. Italso changesthe
programmer’s mindset. They are no longer programmidggtibutedsystem, but rather a system
which mayrun in a distributed environment. We do not claim that programmers can completely
ignore the rigors of distributed computing do claim that using a solid meta-level architecture give
them an explicit place to describe how their objects should behave in that environment.

Our work is quite close to that of the Apertos team. The Apertos operating system differs
mainly as a result of a different target domain than of the overall architecture. Apertos reifies
aspects of object behaviour at the operating system level (e.g., memory management, page faults
and device drivers). This level is mostly orthogonal to the current CodA meta-components. It
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would be interesting to combine the two domains in one framework to get a more complete and
far-reaching reification of object behaviour.



Chapter 6

CodA implementation and use

We have implemented the CodA meta-level architecture in Smalltalk. This chapter gives the reader
alook “under the hood” of CodA and will be of interest to users wishing to fully utilize or extend its
capabilities. Typical programmers however, need not be familiar with all of this information to use
CodA effectively. While we detail the Smalltalk implementation, readers are reminded that CodA
is by-in-large independent of implementation language specifics. In general, CodA objects adopt
as many of the properties of their host object system as possible. So, when we talk about CodA
objects having some property, we are typically referring to CodA objects in the host environment
(e.g., Smalltalk).

A key point of the implementation is that we transparently add CodA’s capabilities to normal
Smalltalk objects. This gives users full access to Smalltalk tools and class libraries, and gives
Smalltalk objects full access to the flexibility and power of CodA. The high degree of integration
achieved is possible largely because CodA deals with the runtime or operational behaviour of
individual objects. Itis orthogonal to language issues such as classes and inheritance. By separating
these concerns we minimize the changes required to the host environment and improve CodA’s
integration.

While the normal Smalltalk object system is quite open, modification of the behaviours defined
in the VM are often difficult if not impossible. CodA seeks to provide what might be called an
object engine That is, to provide the notion afbjectand a framework for defining the precise
executional behaviour of these objects. Though CodA objects defaailltbehaviours, most can
be explicitly modified.

Another key point of the implementation is that reification is transparently introduced and only
incurs overhead where it is used. Reification of one object or operation does affect others either
in behaviour or performance. Fundamental in this is the use of the Smalltalk virtual machine
(VM) wherever possible. For each Smalltalk object we enable the lazy and transparent addition
of meta-level infrastructure and default meta-components (i.e., the conversion to a CodA object).
The default components describe the standard Smalltalk object model. That is, a standard CodA
object behaves just like a standard environment (e.g., Smalltalk) object.

In addition, the Smalltalk implementation has resulted in a number of unique and interesting
implementation techniques and mechanisms. These include a novel solution to the object identity
problem commonly encountered when trying to reify operations which are not explicit in the basic
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Smalltalk system (e.g., message sending).

Since CodA and Smalltalk objects are almost completely interchangeable, the Smalltalk class
library can be directly (re)used by CodA programmers. The capabilities of Smalltalk and CodA ob-
jects are however, substantially different. User’s wishing to utilize CodA'’s flexible object structure
must be aware of the differences and interactions between the object systems.

The most fundamental difference between Smalltalk and CodA is in how they treat classes. In
Smalltalk an object’s behaviour is defined by its class and the Smalltalk virtual machine. Classes
define the object structure (i.e., the number and type of instance variables) and the methods to which
instances respond. A class’ location in the class hierarchy implicitly defines how methods are found
(i.e., which classes are searched). The virtual machine (VM) defines all other object behaviours.
These include how methods are executed, messages sent and instance variables arranged and stored
in physical memory.

In CodA, an object need not have a class as such and if it does, the class generally provides
only the default meta-components for the object. The CodA framework essentially opens both the
class and VM portions of the Smalltalk object mddemplicit in this departure from class-based
objects is the ability to have object-specific behaviour. All Smalltalk objects of the same class
behave in exactly the same way. They respond to the same messages, have same structure and
handle messages in the same way. CodA allows the use of both class-based and prototype-based
object definition techniques.

The next difference is the provision of arbitrary method resolution techniques. Smalltalk uses
a single inheritance model where only classes are searched for messages applicable to a particular
message. While the default behaviour of CodA objects is similar, users can explicitly define
their own message/method resolution strategy. For example, multiple inheritance, state-based
availability searching, double dispatching, etc.

Also embedded in the Smalltalk VM is the way in which messages are passed. Since Smalltalk
is fundamentally a sequential system, the definition of message passing need not be sophisticated.
Simple blocking synchronous sends are sufficient. Similarly, all objects are reactive. They are
implicitly in an endless loop waiting for some other object to send them a message which they
will process. The introduction of concurrency and distribution draws both of these behaviours into
guestion. We require the ability to specify message types (e.g., synchronous, asynchronous, future,
etc.) as well as how, why and when messages are received and processed.

As mentioned above, CodA takes lazy and partial approach to meta-level reification. While
eventually all executiomottoms-outin the virtual machine, reifying a meta-component inserts
another layer between the user code and the VM. In contrast to the interpreter approacishinig
awayof the underlying implementation platform (i.e., the VM) adds overhead to a restricted portion
of the base-object’s execution.

While the Smalltalk meta-level is implicitly defined in an object’s class and the VM, a CodA
object’s meta-level is explicit. It is implemented as a concrete set of objects which are accessible
and manipulable. As we saw in Section 3.5, the starting point for meta-level access is the object’s
meta. In general, users should not store or otherwise reference an olmeci’directly. The actual
object accessed usimgeta may be different from call to call. Rather, thesta message should be

LIt could be said that since CodA is implemented in Smalltalk, then in fact, Smalltalk is not all that closed. This
is of course true however CodA provides a framewaork or infrastructure for change where none existed in Smalltalk.
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viewed as marking a level or viewpoint shift.

Once execution has shifted to the meta-level (i.e,. having exeaut@gect meta), program-
mers have access to the meta-components which dafidbject’s behaviour. There can be any
number of meta-components related to a specific meta-level. By defauletal have some defi-
nition for the standard behaviours as defined in Section 3.4. Some meta-levietsdirethat they
allow no changes or additions to this set. Otherschsngeablend allow existing components to
be replaced. Still others aextensiblesuch that entirely new behaviours and components can be
added and existing ones changed.

6.1 Implementation strategy

As discussed in Chapter 3 and shown in Figure 6.1, there are two major elements in the CodA
architecture, theneta and the components. Every object hasssa and a collection of components
which describe its behaviour. An objeattgta groups and organizes these components. In general,
users do not need to explicitly program or manipulatentk&as other than installing and removing
component definitions. Components can be any object which responds to the interface protocol
prescribed by the behaviour which it implements. So, as long as an object can do the job, it can be
used as a meta-component.

A meta
CodAMeta— >

)
pesen)
o

CodAMetacomponent... T

Object.../\,) A ’

Figure 6.1: Meta-level structure

Figure 6.2 shows the developed class hierarchy for the major parts of the CodA meta-level. The
italic classes are those which are part of the normal Smalltalk system. All others are unique to the
implementation of CodA. These concepts and classes are detailed in the following two sections.
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Object

Behavior
Class
CodAAbstractMeta

CodAMeta

CodAMetacomponent
CodAAccept
CodAProtocol
CodAReceive

Figure 6.2: The CodA meta-level class hierarchy

6.2 Per-object meta-levels

To implement CodA’s per-object meta-level definitions, we must be able to associate different
behaviour descriptions (i.e., meta-levels) with different objects. In essence, we would like to
associate aneta slot with every object. Unfortunately, Smalltalk does not directly support the
runtime addition of slots to objects. There are four techniques which we can use to associate a

meta with an individual object:

1. Have a global table which maps from objectteta.

2. Require CodA objects to be created as instances of classes which hate mstance
variable.

3. Use Encapsulators [35] or forwarders to ‘wrap’ normal Smalltalk objects with something
indicating theimmeta.

4. Somehow embed theeta in the current object structure.

Thefirstthree options have severe limitations. The firstrequires the maintenance of a potentially
huge table and extra overhead for everta access. The second goes counter to our goal of reusing
objects from the regular Smalltalk class library as CodA objects.

The third option, Encapsulators, has been a popular solution but suffers fratnj#ogidentity
problem. Stated briefly, the object identity problem occurs when one object has two addresses; that
of the encapsulator and that of the actual object. Aslong as the encapsulator adds no semantic value
to its target (i.e., it really just forwardsl messages), this option is feasible. If the encapsulator
doesanythingelse, we have an identity problem: Users of one address will get different behaviour
than users of the other. This is despite the two addresses representing the same logical object.

Considerthe example in Figure 6.3. Here we see some abjetth an associateincapsulator
E. In the exampleFE is not just a forwarder. It somehow transforms all incombag messages
into foo messages and then pass thenOto Messages other thdoo are passed on unchanged.
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'bar’ output.

self
bar

'foo’ output.
Nself

E bar bar— ’bar’ 'bar’
E foo foo— 'bar’ 'foo’

foo
“realSelf bar

Figure 6.3: The object-identity problem

SinceE encapsulate®, all objects which logically refer t@ should actually refer t&. As long
as this relation is maintained, everything is fine. All use®adi.e., E) will give consistent results.
Unfortunately, the relationship is easily broken atid true identity (i.e.,0) can leak out.

The figure shows)’s methodbar which outputs some string and retusedf. Executinge bar
bar causes this string to be output twic@.also has #o method which outputs a different string.
ExecutingE foo foo causesar’s string to be output followed bfpo’s string. This is not what we
expect since botfo andbar are defined as returningglf. The behaviour is different because the
first foo is intercepted byE and transformed intolsar message (as per the desired behaviout)of
O’s bar method returnself which is O when the method is executed. The sectmodnessage is
sentto the result of the first (i.e0). As aresultE is by-passed and the message is not transformed
— The behaviour is inconsistent.

This specific example is indicative of the general problem. While it is theoretically possible to
scan return values and substitéitefor Os, in practice, itis impossible for two reasons. First, return
values can be arbitrarily complex and reference® tmay be nested arbitrarily deeply. Scanning
the entire reachable world from the return value is impractical. Even if this scanning were done, it
is impossible to tell whiclOs should actually b&s! There may exist some legitimate references
to O.

The only remaining option is to add a new slot to hold the reified meta-level. It is impractical
to blindly add this slot to all objects since only some will actually hawetas and Smalltalk does
not support the dynamic addition of slots to individual objects. So, rather than adding a new slot,
we approach the problem differently and reuse an existing slot.

Every Smalltalk object has an impliailassField slot which holds its class. So, in fact this slot
already contains the object’'s meta-level — its Smalltalk meta-level. Since the slot is embedded in
the object structure and is never changed in the normal course of events, it is a perfect candidate
for reuse. The slot is reused by replacing its original value with a object which mimics the original
but adds new properties. In this case, the new object should point to the original class and be, or
point to, the new CodAneta. Since the object in thelassField is used directly by the VM, it must
adhere to certain guidelines:
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e Every object has a built-in class field called ttiessField. The VM uses the value in the
classField to to lookup message selectors and find methods to execute and to determine the
object’s layout in memory (size, instance variable format etc.).

e The value in an object’slassField must accurately describe the physical structure of the
object as this information is used by the garbage collector when traversing objects. If the
information is incorrect, a VM has little choice but to crash immediately in a most unpleasant
way.

o Classes are not special or magic objects. They are instances of a subclass of Behavior. They
have the peculiar property that they describe other objects. That s, they are at the meta-level.

e If an object’sclassField is changed, only that object is affected. Modifying the object
contained in an objectdassField however, affects all objects which also have that object in
their classField (i.e., the other ‘instances’ of that ‘class’).

o It does not make sense to changedhasField to some random class even if the structures
are the same. For examplessociations andPoints both have two named instance variables
(i.e., the same structure) but the information they contain or represent is vastly different.

e Since the structure of an object cannot be changed once the object is created, changing the
object’sclassField really only changes the methods to which it responds. Instance specific
state can be added via indirect references throughltksField.

All of these points are addressed if the object substituted (i.e.mth&) is an instance of
Behavior or one of its subclass&sWhen a custometa is installed on a standard Smalltalk object,
it generally should not override all of the methods defined by the object’s class. By makingtthe
(an instance of a subclass®éhavior) be a subclass of the original class, the object automatically
inherits all of its original methods from its original class.

Readers should take special care not to confuse the meta of an object with its Theess.
are not necessarily the samdt is simply an implementation detail thatetas are stored in the
spot normally reserved for classes and implemented as instances as subclBssag@at CodA
objects need not have any class (in the Smalltalk sense) at all. Having said that, by default, an
object’s class is itgneta.

By implementing inBehavior, all of the methods normally associated wiitletas, classes are
made to act ametas. Every object automatically has a defaulita, its class, and is integrated
into the CodA environment. Having done this, system-wide changes in behaviour are made by
modifying the meta-related parts oBehavior. Class- and subclass-wide changes are done by
modifying individual classes, and object-specific changes by creating anranand substituting
it for the default as outlined above. Figure 6.4 shows a before-and-after view of dynamic meta-level
reification. The procedure for effecting this transformation is as follows:

2Interestingly, it was to support techniques such as this tha@@¢havior class exists [12] but few people have
put it to such use.
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Figure 6.4: Dynamic reification of theeta

Find/create an instance of a subclas®efiavior which has the desired properties. This
object will be the newneta.

Set the newneta’s housekeeping fields (e.g., object structure description) to be the same as
the object’s currenmeta.

. Set the newneta’s superclass slot to be the object’s class. Note that even though we are

technically modifying the object’s ‘class’ we take care to preserve the semanticsoddbie
method. Salass will always return the class of which the receiver is logically an instance
rather than just the contents of thlassField. This makes the substitution transparent to all
clients of the object except for a few VM primitives which directly accesstiwsField of
objects (e.g.allinstances).

Modify the object’'sclassField to contain the newneta.

Add component(s) to theeta and thus override the defaults for the object.

Assuming an emptyneta is used, the result of the substitution is an object which has identical
behaviour to the original, but now has a unique place in which to hold and modify behaviour. The
newmeta is inserted in the class/superclass chain between the instance and the original class. As
such, the standard VM method lookup technique will look inrtlega before it looks in the original
class. This allows us to modify the normal methods of the object but leave its class, superclass and
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other instances of those classes untouched. If the behaviour to be added or changedhsia the
is the form of new or changed methods, the change can be embedded directijmmdlaad used
directly by the VM. This eliminates all of the mechanical overhead.

Figure 6.5 shows an example of an object whose behaviour is defined by system-, class- and
object-specific meta-components. The objeciEssField points to itsmeta which contains three
meta-components. These components are logically specific to the objechefhis implemented
as a subclass (actually a sBbhavior) of the object’s real class. Searches for meta-components
which are not satisfied in th@eta, move on and look in the object’s original class. In the figure,
the object’s class specifies a further two components. These are potentially shared by all instances
of the class (and its subclasses). Finally, any meta-components not definedizydloe the class
(and its superclasses) are definecBajavior. These are global to the entire system.

@,
/ System

/_T\/O_;:
class> <\©

/—T\/\/

/ @,
Object
meta \ specific

l ba;se-l %\/el >obj \\ect \

Figure 6.5: Implementation of the meta-level

6.3 Behaviours and meta-components

CodA defines an architecture for managing object behaviour descriptions. Object behaviours are
described by meta-components. Components are generally, though not necessarily, subclasses of
CodAMetacomponent. This abstract class supports a number of infrastructure methods for the
installation, initialization and configuration of components. Behaviours are named and logically
distinct though they may coincide in the implementation. That is, one meta-component can de-
scribe several different object behaviours. This logical distinction allows meta-level designers
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more flexibility because meta-level programmers explicitly state the context in which they wish to
compute.

Just asneta signifies a shift to the meta-level, specifying a behaviour (Qgeue) identifies
the part of the meta-level which is of interest. In more concrete terms, the exprasSigact meta
queue answers an object which describes eeue related behaviour cinObjectand responds
to all the messages expectedyfeues (i.e., theQueue meta-component). hayhappen that this
object also describes some other behaviours @@bject’s Receive), but this is in general neither
apparent nor of interest to the base-level user.

An object’s meta-components are accessed usingtanotation. For example, the following
code accesses1Objeck State: anObject meta state. The methodtate is really just a convenience
method and is equivalent to the more genesalObject meta componentAt: State for: anObject.
Analogous methods exist for setting a particular meta-component of an object.

6.3.1 Changing behaviours

Since every object’s defaulteta is its class, system wide default values for each component are
set in the clasBehavior®. Changing one of these components changes that behaviour for all CodA
objects in the system which do not override the defaults. Individual classes override the system
defaults by providing their own definitions. For example, CodAiture objects redefine the default

Accept component to be one which suspends the sender until a value is given to the receiver. To
override the system default, a class redefines the component accessing method. How the method is
overridden depends on how the default component is definedrite class, for example, defines

a new class instance variaklefaultAccept which is initialized with aFutureAccept component on

system startup. The meth&diture class>>CodAAcceptComponent simply answers the value in
defaultAccept.

Individual objects override their class and system defaults by instantiating an explicit meta-level
and setting the appropriate components. As discussed above, the meta-level is instantiated using
the Behavior>>>asExtendibleMetaFor: method. This creates and installs an instance of the object’s
default explicit meta-level object. By default, this is an instanceafAMeta. The object is then
free to change or add any meta-component is chooses usingetaénterface. For example, the
following code installsnyComponent as the definition ohnObject’s State behaviour:

anObject meta componentAt: State put: myComponent for: anObject
Components installed using this protocol are automatically (un)initialized and their shared resources
properly handled.

There are relatively few restrictions on how meta-components are created and used. Defini-
tions for particular behaviours are shared by arranging for the behaviour accessing method (e.g.,
CodAAcceptComponent) for several objects to return the same component. This is seen with the
default components. Note that some components maintain a strict 1:1 relation with the base-level
they represent and so cannot be shared. In other cases, components must be created dynamically
for each reference (see Section 5.1.2 for an example). Programmers should be careful not to make
assumptions about meta-component stability from one call to the next as the actual component
accessed may be different in each case.

3All classes are instances Behavior soBehavior’s instance methods appear as normal class’ class methods.
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6.3.2 Adding behaviours

Adding entirely new behaviours to the framework is straightforward. First the user must create and
install a name for the new behaviour. This is just a entry in a system table. Next they should create
at least one object which will be the behaviour’s description (i.e., a meta-component). Frequently
two different definitions are required. One as the default for the general use and compatibility of
all objects, and another which defines the user's new mechanisms.

If the behaviour is to be installed on all objects, then an accessing method (e.g.,
CodAMyBehaviourComponent) must be added t8ehavior. As shown in Figure 6.5, this makes
the component available to all objects. The method should return an instance of the behaviour’s
default description. Analogously, if the behaviour is class specific then this method should go in
the appropriate places in the class hierarchy. Instance specific behaviours are installed directly
on themeta of the object in question using a procedure similar to that for changing the value of
existing behaviours.

6.4 Messaging

We have reified theneta in an integrated way but still have to enable its use. Since all Smalltalk
execution is via message passing, we can hook the basic execution of Smalltalk objects via the
message passing mechanisms. Message passing in Smalltalk is implicit. For CodA we would like
to explicitly control both the sending and arrival of messages. The typical technique for doing thisis
retro-reification— Instrument receivers to trap incoming messages and then reinvoke a reified send
operation fromthe original sender. Trapping is usually accomplished usidgdbigotUnderstand:

method in an object which is an instance of a subclass of nil (so it does not understand any/many
messages). CodA supports this but in a slightly different way.

We introduce the notion of anterceptor An interceptor is &ehavior which sits between the
object and its real class and so is automatically searched by the VM on every incoming message.
Note that interceptors are distinct franetas even though they use a similar mechanism (i.e., they
are stored it the objectdassField).

Using the interceptor we can transparently and individually trap messages. If the interceptor
defines no methods and is a subclass of nil then all messages to the intercepted object are trapped or
reified (seeCodAMeta>>>reifyAllMessages). Alternatively, we can install special trapping methods
for individual selectors (seeodAMeta>>>reifyMessage:to: and related methods). By default meth-
ods arenotautomatically trapped and programmers must explicitly state which incoming messages
they want reified. Some object models (e.g., concurrent objects) provide infrastructure for declar-
atively stating which messages should be reified @sevior>>>CodApublicMethods) but this is
not true of all models.

6.4.1 Message sending reification

Retroactively reifying messages at the receiveris insufficient. Itdoes notallow us to specify different
forms of message sending or to reify messages to objects which have no installed interceptors. In
this case we want to directly invoke the sending objessisd operations as detailed in Section 3.4.1.
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For example, ifmessage is some message we created then we can senditdbject using the
anObject meta send send: message for: anObject operation. There are a number of send operations
from which to choose. Using this facility, message senders explicitly state the nature of the operation
rather than depending on message receivers to ask how they would like the message transmitted.
This raw messaging syntax is not very convenient for users as it requires that they have an actual
message object. Unfortunately, messages are not automatically reified, but are embedded in the
system, making their creation somewhat cumbersome. In addition, the change in syntax of such a
fundamental element of the underlying system, while functional, may have severe consequences.
It is overly verbose, exposes too much of the underlying infrastructure, requires too much of the
programmer and obscures the semantic content of the user’s code with syntactic requirements of
the environment. Furthermore, it makes CodA code look quite different from Smalltalk code.
Integrating the new operations into the language syntax is a better approach. Table 6.1 gives a
set of ABCL-like equivalents for the Cod8end operations. Using this syntax theObject meta
send send: message for: anObject specification becomesnObject <- message. This is much
clearer and more convenient.

| Short-form || Long form

<- send:for:

<> sendSync:for:
Il sendAsync:for:
« sendFuture:for:

Table 6.1: Message sending forms

There is still one problem, the creation of the message object which is the argument to the send
operation. As we have said, messages are embedded in the underlying system, not automatically
reified. We could modify the compiler to reify the messages specified after one of our special send
operations but this involves the modification the underlying system, something we wish to avoid
where possible. Itis also not very extensible. New messaging concepts are not easily integrated as
they will require further compiler modifications.

Instead, we use a dynamic technigue involvingssage buildersA message builder is an
object which dynamically creates and returns message objects. In fact, the VM itself acts as
an implicit message builder when it invokes th@esNotUnderstand: method. The argument to
this method is an explicit message object which represents the implicit message which was not
understood. The VM has taken an implicit message and built a message object. Leveraging this,
we can build message builders for our own purposes. A trivial message builder is just an object
which understands only thiwesNotUnderstand: message and implements it as shown below.

doesNotUnderstand: message
“message

If the message builder is calledithen the expressiod at: 1 put: 69 returns a message object
whoseselector is at:put: andarguments is #(1 69). This message can then be used in the typical
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send operations. Due to a quirk in Smalltalk we cannot embed objectd liteectly in methods

(as would happen with this expression) because they do not respond to Ofgmalmethods used

by the system. S# is actually a message builder builder (i.e., class) and will return an instance
of itself in response to thie message. Message reification now takes the favib:at: 1 put: 69.
Combining this with the sending short-forms we have:

anObject <- (M b at: 1 put: 69)
Not quite perfect but a big improvement over the fully manual version which looks like:

message := self meta send
buildMessage: #at:put:
withArguments: #(1 69)
to: anObject
from: self.

self meta send send: message for: self

Note that the message created by a builder can be further manipulated and stored before being
used. For example, the message send strategy (e.g., asynchrony) and the notion of ‘express’
messages are independent. Any message can be made into an express message by setting it’s
express flag. S@nObject <- (M b at: 1 put: 69) asExpress will send anat:put: message tanObject
and interrupt its execution (i.e., be express).

6.4.2 Message accumulators

The message builder concept can be extended to define new messaging concepts such as message
accumulation Accumulators collect up messages which are sent to them without actually sending
them on to another object for processing. This allows sequences of messages to be grouped and
batchprocessed. For example, the expressia boss husband name at: 3 will result in the
accumulation and grouping of thess, husband, name andat: messages, in that order, into one
message. Note that message accumulation is signifiéldyather tharM b.

In addition to having a state vector for containing the accumulated messages, message accumu-
lators also respond to one messagenimessage. Sendimgis the mechanism for escaping from
infinite accumulation. It returns a message object containing all of the selectors and arguments
as they were specified at their original execution. Note that the arguments are evahiated
message construction and so are embedded in the message structure.

Accumulated messages can be queried, modified and sent to a receiver just like any other
message objects. For example, the expressilir- (M a boss husband name at: 3) m will answer
the third character of the name of the husbangkt’s boss. This construct is useful for packaging a
series of messages for remote execution, dynamically creating transactions or representing logical
hypertext links.
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6.4.3 Debugging with messages

Debugging in the face of message passing is easy in Smalltalk because all messages are sequential,
synchronous and local. In CodA however, we are able to create object models where a message’s
sender and receiver are disjoint either in location or execution (e.g., distributed or concurrent
objects) and unfortunately, the standard Smalltalk debugger is uniprocessor and uniprocessing.
Cross-process(or) messages are not accommodated. If a user encounters a send to a concurrent
or distributed object while stepping in the debugger, they will not be able to follow the execution
chain into the receiver of the message. This can be quite frustrating.

We address this by having message objects (i.e., instanGeslaflessage) support a number
of debug flags which can be set by the user. In particulareeeuteacceptandmarshaldebug
flags. If the accept flag is set then execution will halt when the message is accepted by the receiver.
In a uniprocessor system this is not strictly necessary as conventional debuggers can step up to this
point. In a distributed or multiprocessor system however, this gives users debugging breakpoint
before the message is queued for the receiver. If the execute flag is set then the receiver will halt
just before it executes the method which was resolved for that message. This allows users to send
a message from one process and invoke the debugger on the receiver process and step through that
execution. The marshal flag halts processing when the message itself is (un)marshaled during the
send. This is convenient for investigating low-level problems and seeing how objects are being
transmitted.

6.5 Programming with CodA

Programming with CodA is often an exercise in modification. Programmers use whatever language
and tools they normally use and then apply meta-level behavioural changes to the developed objects.
Examples of this are shown in Sections 7.1 and 7.2. Programmers may also choose to develop
applications which explicitly depend on CodA’s facilities. An example of this is given in the form

of the Vibes behaviour analysis system detailed in Section 7.3.

Base-level programming with CodA is quite similar to programming with normal Smalltalk.
Though CodA objects need not be class-based, programmers typically start by creating a Smalltalk
class which gives the bulk of the desired base-level behaviour and then proceed to build mechanisms
for modifying the behaviour of instances of these classes as desired/required.

Programming the meta-level is approached like programming any other application. Program-
mers create the objects (e.ghetas and meta-components) which describe the desired behaviour
and put them together to solve the problem. This is just like programming the base-level except
the subject matter is object behaviour rather than some application domain.

6.5.1 Code changes

One of our goals in building CodA was to enable widespread programming by modification and
thus the widespread reuse of class libraries in a variety of computational environments. Success or
failure in this respect can be measured by looking at the amount of original base-level code which
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needs to be modified, and the nature of the modifications required, to accommodate changes at the
meta-level. We classify these changes into four categories:

Annotations are modifications which do not alter the base-level semantics of a method or the
messages (contents or order) it sends. The alterations add information which can be used
by the meta-level to better adapt the actual behaviour of the object. For example, marking
a message as asynchronous is noting that the result is not used and so there is no need to
wait for its arrival. In some cases, the passing of additional arguments may be considered
an annotation. For example, object creation methods in distributed systems often require an
additional location argument. This information does not change the semantics of the sender
or receiver. It just adds additional information typically used in an annotational change in
the receiver. Meta code too is often considered to be an annotation. It does not execute at
the base-level and does not in general alter the order/semantics of the base-level code itself.

Semantic changes are changes to the content or ordering of the messages sent by a method.
These are required when the original design precludes the addition of a new behaviour (e.g.,
concurrency and distribution).

Structural changes are typically done to classes to expose operations which are embedded in
methods. For example, assume that some method, as one part of its implementation, iterates
over a set of objects. In a distributed implementation it may be necessary to separate out
this iteration for remote use. In this case the code is restructured to have a separate method
for the iteration section. One could argue that these changes are only required because the
original designers somehow failed to adequately factor their code. In reality however, one
cannot design for all possible uses so we should expect to make some structural changes.

Additional methods contain completely new semantics. Typically these are needed to handle
infrastructure added in support of behaviours like concurrency or distribution. If an object’s
representation is changed, it may require additional methods in support of its original inter-
face. Methods which provide new interfaces which are combinations of existing methods
are also counted as additional.

In later chapters and sections we measure the effectiveness of CodA in terms of the number of
requiredandoptionalchanges required in each of these categories. Required changes are, as the
name implies, changes without which the system would not function. Optional changes are ones
which improve readability, modularity or performance of the system.

Ideally we would like to make most required changes as annotations or additions as these have
the least impact on the base-level. Structural changes can often be done with relatively little impact
but may introduce programmer errors and may be incompatible between versions or configurations
of the application. Semantic changes are not necessarily bad but they do affect the portability of
objects between models and may change the correctness of the object in its domain.

6.5.2 Optimization

Optimization and behaviour change in general using CodA is quite straightforward. Because there
are concrete objects at the meta-level which describe each operation of an object, users know where
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a particular behaviour is defined and so what to change. The separation of the meta-level from the
base-level and the components from each other isolates the effects of changes in one component.
From a meta-level implementor’s point of view, optimization is a matter of implementing the

meta-level itself rather than end-user applications. The decomposition into many fine-grained
objects as proposed in CodA is very powerful but that power does not come for free. In general
there is some overhead both in time and space. Having many different objects can cause state to
be split or duplicated and methods to be broken into very small units. The physical representation
of a fully reified meta-level can be quite large relative to the base-level object size.

The simplest optimization strategy is the substitution of less general but higher performance
components. For example, by defawistributedObjects use the fully generaflarshaling com-
ponent and have complete access to all its power. In some cases these capabilities may not be
necessary. Users are free to substitute some dthehaling component or to develop one of their
own and then substitute it.

In addition, CodA makes a clear and strong distinction between behaviours and the meta-
components which define them. From a meta-level user’s view point, each behaviour is distinct as
are the components which define them. From the implementation view point, this is not necessarily
true. Itis perfectly acceptable to have one physical component describe several behaviours. So, for
example, in some situations there is a very strong correspondence betweerdb@ndReceive
behaviours. Rather than maintaining two sets of queues and lists, we can implement a combined
component which gives suitable definitions of both behaviours and has better performance. This
is discussed in Section 3.7.

This does not require any changes to the base-level code or even to meta-level code which uses
the correct meta-level accessing technique (argpject meta queue). It does however restrict
somewhat our ability to combine meta-components because it increases the number of constraints
which must be satisfied. So, we lose flexibility but gain time/space performance.

As future work we propose a technique whereby distinct meta-components are automatically
compressedhto a smaller number of composite meta-components. This compression would be
accomplished by techniques related to partial evaluation and dynamic compilation. The compressed
meta-components would have better performance characteristics but describe the same behaviours
as their constituents.

By remembering something of their original form, we would be able to reconstruct the con-
stituent components on demand. Using this, we can regain the flexibility and composability inherent
in the fine-grained approach. When a change is desired we decompress the composite components,
make the changes and then recover the performance improvements by recompressing the new
constituents into a new composite.

6.6 Summary

In implementing CodA in Smalltalk we have found the operational decomposition of its meta-level
to be quite useful. Since the architecture itself is free of high-level object notions (e.g., classes
and inheritance), it is very easy to mold it to fit a particular environment. The implementation we
have provided is completely integrated with the underlying Smalltalk system. It is so seamless
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that CodA objects cannot, in general, be distinguished from Smalltalk objects. Furthermore, the
models developed for CodA (e.@istributedObject) are universally applicable. They can even be
applied to the objects which implement the CodA architecture itself! Chapter 7 presents several
applications modified by or implemented with CodA. These are a demonstration of our success in
enabling programming by modification and integration with the underlying system.

Our implementation also demonstrates a unique solution to the object-identity problem. Since
the new information (e.g., theeta) is held within the object itself rather than externally in a table
or encapsulator, every object has only one address and costly accessing overhead is eliminated.

Smalltalk has proven to be an excellent implementation environment but there are still areas
for improvement. In particular, the Smalltalk virtual machine (VM) is not completely open. Some
operations such as message sending and method lookup are embedded in the VM. Also, since
Smalltalk is fundamentally a class-based language, the implementation of object-specific behaviour
is somewhat costly with respect to memory requirements. We have fed back our observations on
VM requirements to the virtual machine authors and look forward to reimplementing CodA in a
system with more VM support for open implementations.

At a higher level, Smalltalk’s untyped paradigm both helps and hinders CodA and its object
models. The absence of strong typing allows the free substitution of components at the meta-
level and the use of objects in completely unexpected ways. While the use of typing would not
necessarily exclude these possibilities, it would significantly complicate their implementation. On
the other hand, type information would be very useful for determining advance information on
object use patterns. For example, if the type of method arguments was known at compile time,
static, optimized marshaling code could be precompiled.



Chapter 7

Applications

The capabilities of the CodA framework have been demonstrated in the form of various object mod-
els described in Chapters 3, 4 and 5 (eCgncurrentObjects, PortedObjects andDistributedObjects).
We have not however, shown how these models and CodA in general are relevant to the real-world.
Here we present a series of example applications which demonstrate how CodA is used on real
problems and to show the usefulness of the models we have described.
The first two applications, the N-Body problem and an expert system tool, involve the
ConcurrentObject and DistributedObject models — more generallyfj. In the first we demon-
strate the use of CodA as a runtime behaviour investigation tool. The N-Body application is small
but exhibits quite different behaviours depending on how its object’s meta-levels are defined. The
expert system tool example is intended to show how CodA is used to change the computational
domain of large, third party systems. Here we focus on the separation of the base- and meta-levels
and the amount of base-level code change required to accommodate our meta-level changes.
The third example is Vibes, an object behaviour analysis system which usesrtés#Object
model to build arbitrary analysis graphs and the CodA architecture to create an infrastructure for
object behaviour monitoring. Whereas the first two applications are largely modifications of exist-
ing systems or algorithms, Vibes is a completely new application, explicitly designed with CodA
in mind. This demonstrates CodA as a support environment for advanced application development
and highlights the degree to which object behaviour can be manipulated. It is interesting to note
that we actually use Vibes to monitor and analyze its own underlying implementation (i.e., CodA).
For each application there is a description of the basic problem and an overview of some
experiments using CodA to implement the applications. This is followed by a summary of the
concepts and mechanisms in CodA which were found to be particularly useful in the development
of the application.

7.1 N-Body

7.1.1 Problem description

The N-Body problem is a relatively simple and deterministic application. This makes it ideal for
experimenting with different computational models. The 2D N-Body problem is one of calculating
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the forces exerted by, and movements of, a collection of bodiparticlesin a 2D plane.

A popular force model is that of Newtonian gravity where the force exerted on pattibie
particle B depends on the mass 8fand the distance betweenand B. The general solution
requires each particle to consult all other particles in determining its force (acceleration) vector.
Once all the forces are known, each particle is repositioned according to some time-slice factor
and its current position, velocity and acceleration. In practice it has been found that since the force
varies inversely to the cube of the distance, once the distance between particles reaches a certain
distance, their effect on each other becomes minimal and can be estimated. Barnes and Hut [4]
developed such a solution using quad trees.

Quad trees are spatially dependent structures which successively divide two dimensional areas
into quadrants. Each quad tree node has an associated area and four children which represent the
four quadrants of the node’s area. Elements are stored in the tree keyed by their two dimensional
Cartesian position. Since all the elements in a specific area will be in a known subtree, they can
be easily manipulated. As elements are added, the tree is subdivided to ensure that each leaf node
holds only one data element within its area.

To apply this to the N-Body problem we build a quad tree which holds all the particles and
then traverse the tree when calculating forces. When a node is traversed, if the distance from the
particle to the node’s center of mass is beyond some threshold, we can stop our descent down that
branch of the tree and use the subtree’s center of mass data (i.e., position and mass) to estimate the
force on the particle. This dramatically reduces the number of particle interactions. With that in
mind, the algorithm can be summarized by the following four steps:

Tree construction All of the particles for the problem are inserted into a quad tree.

Tree preparation The tree is traverse and estimates of the center of mass’ position and magnitude
are made for each subregion (tree internal node).

Force calculation The tree is traversed for each particle and the forces acting on that particle are
accumulated. Estimation is done as described above.

Particle movement Each particle’s position is updated.

7.1.2 Adding concurrency and distribution

The sequential, uniprocessor implementation of the N-Body problem consists of three kinds
(classes) of objectsParticle, QuadTree and Solver. The code for these objects is given in Ap-
pendix B. Particles andQuadTrees are quite generic. A particle is anything with position, mass
and velocity attributesQuadTrees can hold any object that has a position attribute. Fbiger
embodies the N-Body algorithm outlined above. It maintains a set of particles to be processed and
any required data structures (e.g., the quad tree).

We are interested in the behaviour of this algorithm in a concurrent and distributed environment.
Concurrency is introduced by making each node of the tree into an active object. The patrticles are
treated as passive data but since they are only ever changed at one point in the algorithm (the final
step), there are no consistency problems. The basic algorithm is not altered as a result of these
changes.
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The algorithm is distributed by partitioning the objects over the machine topology and man-
aging their interaction. In this situation, interaction management takes three forms: positioning,
replication and caching. Particle positioning is done by partitioning the particles into subsets which
are worked by different processors. The subsets are not necessarily spatial in nature (i.e., they are
random) and are interdependent during the force calculation phase. That is, the particles of one
processor may exert forces on those of another. The main mechanism for coordinating this inter-
action is the quad tree. As such, we require one global quad tree which organizes all particles for
the entire problem.

As a global, the tree is a bottleneck. Itis traversed by all particles during tree construction and
force calculation. Replicating at least its root on every processor can save many remote message
sends. Returns on quad tree node replication costs decrease rapidly as we descend the tree since
nodes are traversed fewer and fewer times. Rather than replicating deeper nodes, we can cache
them. Caching differs from replication in that no consistency managementis done. A cached object
is a copied object which maintains an identity relationship with the original. This caching can only
be done once the tree is complete as node values may be changed during element addition. During
tree preparation (i.e., once the tree is complete), remote references to children are converted to
cached references. When the tree is next traversed (i.e., during force calculation), accessed nodes
are resolved locally and further remote messages eliminated.

An alternative is to explicitly cache the entire tree on all processors. This may be inefficient
since the Barnes and Hut estimation scheme results in the traversal of only a limited number of the
tree nodes. Using the on-demand caching technique outlined above copies only those nodes which
are actually required.

We can also benefit from replication of the solver itself. By having a replica of the solver on
each processor, we initiate processing in parallel rather than having one central control point. The
replica need only synchronize periodically as the algorithm demands.

7.1.3 Changes to original code

Theoretically, caching and replication can be done without CodA.arowever, doing so requires
significant changes to the base-level code. We must add caching and locality checks and somehow
specify argument marshaling strategies. When experimenting with many different configurations,
such changes require a great deal of effort and may introduce errors in the algorithm. On the other
hand, using a meta-level architecture, we can make behaviour changes with either no changes to
the base-level code or simple annotations.

Table 7.1 summarizes the changes required to add concurrency and distribution to a sequential
implementation. Note that the types of changes listed in the figure are defined in Section 6.5.1.
In the table the ‘Total’ row summarizes the original application while the ‘Summary’ row gives
an overall view of the modifications and additions. The original and modified code is shown in
Appendix B.

Both the summary and the code show that the changes required were quite minimal and non-
intrusive. Only in our treatment of the tree update did we actually have to change the code in an in-
trusive way to accommodate the fact that the particles were distribute8dlsees>addParticlesTo:
in Appendix B.1.5). The rest of the changes are annotations or additions to handle the specification
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of location information or control concurrency. Note that Hagticle class remains unchanged.

Required Optional

Type Classes| Methods | Classes| Methods
Total 3 25 - -
Annotation 2 5 0 0
Semantic 0 0 1 2
Addition 2 4 0 0
Structural 1 2 0 0

| Summary| 2 | 11 | 1 [ 2 |

Table 7.1: Summary of N-Body code changes and additions

The location specification changes are required because the default of creating objects on the
same processor as the creator is not always appropriate. It canlead to undue clustering. In particular,
we need a way of distributing the quad tree nodes as the tree grows. This distribution determination
is user-specified and can be anything from random to some function of particle or parent location.

Running parts of the problem on different processors introduces implicit concurrency. As such,
synchronization may be required at various points. In this example, synchronization is required
between each of the four main steps of the algorithm and during quad tree modification (e.qg., particle
insertion). There are also places which have unnecessary synchronization. While in general this
does not harm the quality of the solution, it may restrict the amount of concurrency which can be
realized. Synchronization is added or removed by declaratively changing the type of message send
from the default future type to synchronous or asynchronous (respectively).

Replication of the solver and/or the tree root is done in a declarative fashion at problem creation
time. For example, the code below creates a solver and replicates it on every processgoee) he
annotation is a marshaling descriptor and indicates that only the value of the sohesot is
to be copied and consistency managed — all replicas use the same tree. The symbd|$ .in the
annotation are message selectors which, when sent to the solver, will be simultaneously broadcast
to all replicas and executed in parallel. Using these meta-level annotations we successfully hide
the replication and parallelism of an object (the solver) from its clients (the objects sending it
messages). For more on these and other annotations see Chapter 5.

solver := NBodySolver new.

solver meta replication
replicateEverywhereUsing: #((tree) (|| createTree: calculateForces moveParticles:))
for: solver.

There are a number of ways of adding caching. The easiest is by specifying it in the marshaling
descriptor of some message. Simply by specifying#teched descriptor the relevant object
(argument) is passed by reference to the remote space. If the reference is ever sent a message,
it is automatically resolved locally by fetching the remote object represented by the reference.
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Alternately, existing remote references can be dynamically changed into caching references by
modifying their meta-levels. Explicit caching of remotely referenced objects is done using one of
the copy/localization operations of the referenc&ste meta-component (e.geppyLocalUsing:
descriptor or localizeUsing: descriptor).

7.1.4 Experiments

Figures 7.1 and 7.2 show messaging graphs for four different runs of the same N-Body problem.
These patrticular runs were with 128 particles running on 32 nodes of a Fujitsu AP1000 [38].
All figures represent the number and type of messages sent by the objects on one processor of the
AP1000 (processor 0). Alternative views and monitoring schemes are possible but this demonstrates
the depth to which one can go in investigating object behaviour.

In the figures, the vertical dimension quantifies the number of messages sent to a remote
processor. Time is sliced into uniform chunks of one second along the right-hand horizontal axis.
The left-hand horizontal axis represents messgge There are two kinds of types; raw system
and user. The system types are; normal, reply and system. These types are applied implicitly to
all messages. Users can also specify their own types for each message. In our example we have
simply mapped message selector onto a type. The symbols noted along the bottom left axis of
each graph are the type identifiers. Note also that the left most tyfmtat This is the total of all
messages of any type.

The runs shown in each graph were varied by changing the use of replication and caching on
the objects in the algorithm. The runs in Figure 7.1 have no replication while those in Figure 7.2
are with the root of the quad tree replicated on all processors. In both figures, the runs in the lower
graph have particle caching enabled.

Looking at the figures there are several interesting points to note. First is that they all have
roughly the same shape but that the time scales differ significantly between the replicated and
non-replicated versions (Figures 7.1 and 7.2). We observe that the main peak in all the graphs is
due to theforceOn: message. ThiarceOn: method traverses the quad tree to calculate the total
force exerted on its argument. Comparing the replicated and non-replicated versions we see that the
without replication the peak is lower but stretched out in time. This is in contrast to the replicated
versions where the peaks are much higher but are compressed in time. This is the telltale sign of a
bottleneck.

Without replication, all other processors send theiteOn: messages to processor 0 which
happens to hold the root of the quad tree. Consequently, processor 0, in traversing the tree, will have
to send manyorceOn: messages. By replicating the root, many of these messages are distributed
over the other processors. The level of concurrency is increased and the severity of the bottleneck
is reduced.

We also noticed only a slight difference between the runs with and without caching (the lower
and upper graphs of the figures respectively). This was somewhat surprising as we expected a
significant savings due to eliminated remote message sends. Caching did however change the the
number of different types of messages sent. We can see that almost all of the messages normally
sent toParticle objects (e.g.data, mass, velocity) are eliminated by caching. Unfortunately, it
appears that these messages do not represent very large portion of the overall message traffic and
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so our caching efforts are ineffective. While this is disappointing it does point out that not all
optimizationsare useful in all applications. It is important that we be able to easily identify those
which are useful relative to those which are not. CodA allows us to do this with little effect on the
base-level code and so greatly reduced programming effort.

7.1.5 Summary

Though we have done many more, these four tests are representative of the way in which users use
the system. Appendix B.1.6 details the changes and invocation sequences required to run each of
the test cases discussed here. They show the variety of things possible using simple modifications
and without impact on the base-level code. The data shown in the figures is just one small portion
of that which can be collected and analyzed by Vibes, CodA’s monitoring system (see Section 7.3).

Using these techniques, programmers run their applications and gather performance data. This
data highlights, for example, areas of the algorithm which result in inter-processor messages. The
objects involved can then be modified (e.qg., replicated, cached) and the number or characteristics
of the inter-processor messages changed. As we have seen with caching, things that we think will
improve performance do not always work. It is vitally important that designers and programmers
be able to experiment with distribution configurations and examine their behaviour. Since they
may want to try many configurations, it is also important that configuration specification be non-
intrusive on the base-level application code. These are some of the primary motivations for creating
and using CodA.

7.2 Expert system

7.2.1 Problem description

The N-Body problem discussed in the previous section is quite regular and predictable. The units
of computation are distinct and disjoint as are the points of synchronization. To examine a more
dynamic application we chose a forward chaining first-order production system based on the Rete
pattern matcher[13]. The implementation we chdd\VY Y/Expert is a commercially available
product written by a third party. This affords us an opportunity to investigate the impact of our
changes to base-level code in a more objective fashion.

The basic layout of the application is shown in Figure 7.3. eékpert systenconsists of a
collection of objects or factddct basg, a collection of rulesr(ile bas@ and aninference engine
which processes this knowledge. The rule base is really a Rete pattern matching graph with input,
output and internal nodes. The internal nodes representindividual tests corresponding to the clauses
in the predicates of the rules. Each output node represents the complete set of predicates for one
rule. The graph has a single input node which is the root of the pattern matEN®fY /Expert
is fully integrated with the Smalltalk environment and uses Smalltalk code to represent antecedent
clauses and rule conclusions.

LENVY is a registered trademark of Object Technology International Inc.
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When newfactsare discovered, they are wrappedakensand injected into the root of the
matching graph. At each node the token is optionally merged with other waiting tokens and tested.
If it fails the test, that branch of matching is terminated. If it succeeds, it is passed on to following
node(s). Tokens making it to an output node represent a set of factsootextwhich satisfy all
the predicates for a particular rule. That rule is activated (added &geeda with the satisfying
context.

The inference engine is somewhat disjoint from the predicate matching process. Its job is
to iteratively take activated rules off the agenda and execute their conclusions in their activation
context. Doing this may add or remove facts, invoke the pattern matcher and thus activate or
deactivate rules. Execution continues until there are no more activations to be processed.

7.2.2 Adding concurrency and distribution

The main goal of experimentation with this application was to investigate the addition of both
concurrency and distribution to amsuspectingpplication — one which was not designed with

that in mind. To introduce these behaviours to the expert system (i.e., the facts and rules) and the
inference engine itself, the first step is to enable the assertion of facts which are not local.

This does not distribute the inference engine directly but rather allows it to work on distributed
objects. Since distribution ifij is transparently added to objects, the application functions with no
changes in the distributed environment. Facts can be freely distributed. Since rule antecedents are
tested by executing methods on the facts being tested, rule satisfaction is partially distributed.

Unfortunately, most interesting facts are mutable objects and so are passed by reference. As
such, there can be severe performance costs associated with this kind of distributed implementation.
In particular, the pattern matcher sends melags messages to fact objects in the initial stage of
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pattern matching. For remote facts this access is a costly remote message send.

Using a variation of th&®emoteReference scheme discussed above, we cache the class of an
object with its remote reference. Specifying this type of cached class reference as the marshaling
defaultin a newly asserted fackarshaling componentis a simple change. It eliminates all of these
class messages but at the cost of 4 bytes per remote reference objeEE&e#!>>addFactObject:
in Section B.2.1). Though this change is technically optional, we view it as necessary for perfor-
mance reasons.

The next stepis to add distribution to the expert system’s inference engine. Doing this effectively
decouples the nodes of the pattern matching network from each other and the inference engine.
This increases the available concurrency and enables behaviours such as migration.

The addition of distribution to the algorithm implicitly adds parallelism and requires that infer-
ence engine elements be protected from concurrent access. The most effective means of protecting
an object from concurrency is to make it concurrent (active) itself. Active objects have explicit
control over which threads execute their code and so are implicitly protected.

An object is made active by adding ti@oncurrentObject model to its meta-level (e.g.,
anObject meta installModel: CO for: anObject (see Section 3.5.1). Variations on this allow the
specification of the object’s protected (execution controlled) methods and default activity (see
CodAActivityBlockFor: andCodApublicMethods in Section B.2.1).

Once the application elements are decoupled and protected, they can be freely distributed. But
this is not the whole story. Distribution via remote referencing, as we have seen, can be ineffective.
Replication and/or caching can be used to address some but not all cases of distributed mutable
objects. In the expert system case, some nodes have memories or tests which involve local objects.
Replication may be effective for accesses but at the cost of increased update costs. Selective
replication of objects and object slots allows static (immutable) and slow changing objects parts
to be duplicated on remote processors while keeping the large, frequently changing parts local.
The declarative nature dfj allows these factors to be changed easily and without affecting the
base-level semantics.

7.2.3 Changes to original code

This example also demonstrates the usefulness of the Tpdrehitecture in generic applications.
The expert system used here is a commercially available pra@isty /Expert implemented in
Smalltalk. 1t was written strictly as a uniprocessor, sequential package taking no account of CodA
or Tj, or the demands of distribution and concurrency. It consists of approximately 100 classes
and 1500 methods in total. Of these, some 80 classes and 1000 methods are directly related to the
execution and support of inferencing.

We approached the modification withbéack boxmentality and an eye to minimizing changes
to the original code. The changes and additions made in the creation of the concurrent and dis-
tributed version are summarized in Table 7.2. As we can see from the table, the only changes
were annotations and additions. Appendix B.2 shows most of the modified and added methods
required for this application. The added methods generally relate to initialization and setup, and
the establishment of proxies for remote objects.

The bulk of the annotations set meta-level structures used automatically by the CodA archi-
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tecture. For example, th@dApublicMethods methods which declare a class’ public interface and

the TjmigrationDescriptorFor: which declares the shape of migrated objects (i.e., how they are mi-
grated). Note that this shape is different from that used when objects are passed (i.e., marshaled).
Although these changes are implemented as additional methods, they are not part of the normal
call chain and are counted as annotations to the classes themselves.

| Type [ Classes| Methods |

Total 80 1000
Annotation 14 18
Semantic 0 0
Addition 7 16
Structural 0] 0

| Summary | 15 | 34 |

Table 7.2: Summary of expert system changes and additions

7.2.4 Experiments

Our main goal in implementing this application was to investigate the software engineering aspects
of CodA andTj when applied to a real-world system. This was detailed in the previous section.
Having applied our techniques to the algorithm itself, we also experimented with their application
to several representative knowledge bases. In particular, the Waltz line labeling system [6].

Waltz is a system for aiding in the 3-dimensional interpretation of 2-dimensional line drawings.

It contains 33 rules and operates over 9 different types of fact objects (e.g., lines, junctions) and
their components. The calculations and comparisons done by Waltz are relatively simple. As lines
are analyzed Waltz creates junction objects representing the convergence of two to three lines. The
knowledge for how these joints are constructed is embedded in the expert system’s rules. A variation
of this system, Waltzdb, generalizes the Waltz solver to handle junctions of more than three lines. It
uses a more abstract representation of the knowledge of junction construction and contains slightly
more rules. Both Waltz and Waltzdb are standard benchmark programs for rule-based production
systems [6].

While Waltz, from a domain point of view, is not particularly motivating, it is representative of
applications which execute a known set of queries interleaved with data update transactions (e.g.,
databases). Execution begins with one set of facts (lines) and produces another set (junctions).
Along the way, intermediate facts such as edges and flags are manipulated.

Distribution is added to the domain by making a simple modification to the initialization mech-
anism. This change distributes the initial fact base over the machine topology. The inference engine
however is still centralized. Since it runs all the rule conclusions, which in turn create new facts,
and new objects are by default created local to their creator, the distribution is less than even.

To smooth out the distribution of facts, we annotate the rules which create them. The annotations
explicitly specify the location of new facts. So for example, intermediate edges are created on the
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processor which contains the majority of its associated lines. Since rule conclusions are just
Smalltalk code, these changes have the same form as those done to the inference engine itself.
Figure 7.4 show an example of such a modification.

In the figure, the modified statements are indicated by & he statemerwaltzEdge in: (aLine
meta state spaceFor: alLine) creates a newaltzEdge object in the same space alsne and so
maintains locality with the fact it represents.

makeEdges
"Construct an Edge fact for every WaltzLine."
| WaltzLine aLine |
aLine notNil.
PRIORITY 10
ACTIONS
|edgel edge?|
edgel :=
->  (WaltzEdge in: (aLine meta state spaceFor: aLine))
startPoint: aLine pointl endPoint: aLine point2.
edge? =
->  (WaltzEdge in: (aLine meta state spaceFor: aLine))
startPoint: aLine point2 endPoint: aLine pointl.
edgel assert.
edge? assert

Figure 7.4: Example modified rule

We can also distribute the rule base’s representation and execution. Rulebases are represented
by Rete pattern matching networks. Networks for a particular rule base have a number of properties
which caninfluence their distribution. For example, paths through the graph represent paths through
individual rule antecedents. One rule may have many paths to satisfaction (e.g., if there are any
OR operations). If the corresponding Rete nodes are clustered on the same processor, techniques
such as caching are more effective. Depending on the rulebase itself, there may also be distinct
subgraphs of related rule antecedents which should be clustered or distributed. Particular kinds
(e.g., classes) of facts may only be relevant to a certain subset of rules encouraging those facts to
migrate and new facts of those types to be created near the rules which will handle them.

7.2.5 Summary

This application is interesting because the original base-level program is large and not specifically
designed to run in this environment (CodA andlgr. With relatively few modifications we were

able to introduce both concurrency and distribution. The notions added were quite straightforward
in nature but demonstrate the viability of our approach. More sophisticated mechanisms are added
in an analogous fashion. This example also highlights the contagious nature of distribution. By
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modifying only a few ‘root’ objects in the system (e.g., facts, nodes, inference engine), many other
parts are distributed.

How the distributed version of an expert system is run depends on the situaNMY /Expert
is intended to be fully integrated with some other application. That s, it is not a stand-alone expert
system shell. The fact objects over which it reasons are expected to be regular objects from some
application domain (e.g., a banking application). As such, fact distribution depends largely on the
application itself.

These strategies and others are made possible by using a uniform, transparent, non-invasive
mechanism for introducing distribution and concurrency. It is outside the scope of our work to
investigate these further but the effects of having a meta-level architecture such as CodA are clear.
Sophisticated notions of distribution and concurrency can be added to ‘unsuspecting’ applications
with relatively minor changes. The architecture is so completely integrated in to its implementation
environment that it can be applied to tertiary systems which implement entirely different base-level
computational models (e.g., rule-based systems).

7.3 Vibes

7.3.1 Problem description

Though object-oriented programming is much vaunted for its intuitiveness and similarly to the real
world, many implementation behaviours bear little or no resemblance to any naturally occurring
phenomena. Consequently, we have little intuition of how to observe and analyze them. Current
monitoring and analysis tools (e.g,. Pablo [36] and Parasight [2]) help to a certain degree but are
not completely applicable to object-oriented systems. They assume and require system models
where code is fixed, types exist and are known, variables and storage are predeclared and system
behaviour isregular. They cannot handle polymorphism, late binding or sophisticated symbolic
processing in their analyses.

Further, their facilities are oriented towards measures of behaviour (e.g., numbers of messages
sent, timestamps) rather than the behaviours themselves. In large complex object-oriented systems,
very few of these premises and properties hold and the disparity only increases with the addition
of diverse computational behaviours such as concurrency and distribution.

Since our work with CodA specifically targets these irregular, object-oriented systems with
many different behaviours, this is a significant problem. If we want to provide a complete environ-
ment, we must supply tools for monitoring and analyzing object behaviour.

We propose a monitoring and analysis system called Vibes. Vibes draws on the good points
of existing systems and adds support for object-oriented system analysis. In looking at available
analysis systems from different domains we found that Pablo and scientific data visualizers like
Explorer [39] and AVS [41] all use dataflowmodel.

An analysis system consists of a series of interconnected nodes which describe data transfor-
mations. Observed data are input at various points in the graph and processed by the functions at
the graph nodes. Each function performs some transformation or analysis of the data and passes it
on to the next node for further processing.
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The dataflow model is nice because it is clean and flexible. Graphs can be arbitrarily large and
complex and the basic architecture supports extension. The paradigm is intuitive to users and easy
to describe. For these reasons, we use the dataflow model in Vibes.

7.3.2 Analysis framework

An overview of the Vibes architecture is shown in Figure 7.5. The upper shaded area is the runtime
instrumentation and data gathering. The irregular shaped objects are application domain entities
while the uniform ovals are Vibes probes (see Section 7.3.3 for details) and analysis nodes. The
unshaded (lower) area of the diagram depicts the off-line analysis portion of Vibes.
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Figure 7.5: Overview of Vibes

From an implementation point of view, the off- and on-line analysis systems are the same. The
difference is when and how they are used. The purpose of on-line analysis is data reduction. It is
generally infeasible to collect all data from all entities in the system. By doing a certain amount of
prefiltering and analysis we can eliminate extraneous data and compact or abstract other data.

Vibes improves on current analysis systems in two ways: by allowing any object to be processed
and by allowing any object to be used as a processing node. The former is a consequence of using
a pure object-oriented environment (e.g., Smalltalk) for the implementation of Vibes. The latter
requires the power of CodA.

In current systems, processing nodes must be created explicitly as processing nodes. That is,
existing class libraries cannot be directly reused in the building of analysis networks. Users wanting
to extend the set of analysis functions have to, at best, program a dataflow wrapper for existing
objects or, at worst, reprogram the objects in the analysis system’s framework.
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Users of Vibes, on the other hand, can directly use existing objects in the dataflow paradigm by
modifying their meta-level. Readers of Chapter 4 onRbeedObject model will already have an
idea of how we do this. In that chapter we gave an example of adding porting to a signal processing
objectto allowitto behave as a correlatisrtedObject. All that was required was the identification
of the ports and a specification of the coordination conditions and execution definition.

The power of this model is made evident by considering the construction of simple filters.
A filter is a node which tests each incoming data value against some predicate. If the predicate
succeeds then the object is passed to the next node in the graph. Otherwise it is rejected. Suppose
for example that we are interested in all data objects whasattribute contains a magnitude
greater than 20.

In Smalltalk, such a predicate would be representediigek containing the test cod®locks
are encapsulations of computation and environment which can be evaluated (i.e., run) at any time.
Below is theBlock representation of this predicate for use as a Vibes processing node. Note that
when the predicate is ruanObject is the filter node itself.

aBlock := [:anObject |
(anObject input foo > 20) ifTrue: [anObject result: anObject input]]

To install this block as a node in a Vibes analysis graph we add porting (as shown in the DSP
example from Chapter 4) and connect its ports to other objects in the graph. The DSP example
used declarative annotations to the object (i.e., methods on its class), to introduce porting. We can
accomplish the same thing via parameters to the porting operation. The code below demonstrates
how this is done. Note thaBlock is the predicate block described above.

po := PortedObject inputs: #(input) outputs: #(result) evaluator: aBlock.
anObject meta installModel: po for: anObject

Once the filter is ported, it is connected to the other nodes in the analysis graph using the
technique described in Section 4.2.

In a non-Vibes system we do the same thing by either building a specific filter object for each
kind of filter we want or by creating a generic filter object into which different predicates can be
plugged. Clearly the latter option is best but it still requires a priori knowledge of the filter concept.
Thatis, if the analysis system does not have a generic filter node then the user has to program one.
Using CodA and Vibes, any object can be putinto the analysis graph with little or no programming.
Vibes is more extendible.

In addition to thePortedObject model’s extensibility, we can use its capacity for creating
compounds as a way of abstracting analysis subsystems. Rather than forcing users to know all the
details of the potentially complex analysis techniques, we can group analysis nodes into modules
with well-defined input and output ports. This gives us a mechanism for reuse and sharing of
analysis techniques.

7.3.3 Monitoring

Vibes is designed to process behavioural data gathered from running systems. To collect that data
we supply an instrumentation framework. Fundamentally this framework is the same as that used
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for analysis. Monitoring graphs are constructe@aftedObjects which gather, massage and store
data. The difference is that the monitoring system also contains instrumegrtsbes Probes are
objects which are coupled directly to the objects being monitored and supply a feed of low-level
physical events to the monitoring system.

These events are either used directly or synthesized into logical events by monitoring nodes.
For example, to produce a logical duration event we must hook start and end events and count the
time units which pass between them. Probes supply the events to monitors which track the time
and construct the logical event.

The key goals in any monitoring system are to gather as much data as possible with as little dis-
ruption as possible. CodA's reification of meta-level behaviours into fine-grained objects supports
both of these. All facets of object execution are reified as objects at the meta-level. The obvious
approach, and that used by most examples of meta-level monitoring facilities, is to simply replace
existing meta-components with ones which describe some sort of ‘monitored’ behaviour.

This is certainly feasible and possible in CodA but there are problems. Most significantly, this
technique does not scale to handle the monitoring of behaviours in many different object models.
The monitored version of a meta-component must do two things; monitor the compareent
emulate the behaviour description found in the original component. That is, we must duplicate the
component’s functionality. In Vibes we take the meta-meta-level approach.

Consider the monitoring of an object’'s message sending activity as shown in Figure 7.6. The
objectA is sending the messag@é to some other object. To do thid;s Send’s send:for: interface
method is invoked. This is true for aflend operations regardless of their actual definition —
The operational hooks are generic. Bend’s Execution (i.e., the meta-meta-level) simply has to
watch the invocationsend:for: and perform the appropriate monitoring operations.

The benefits of this technique are that the monitoring mechanism is generic, it can be applied
to any component regardless of the behaviour is defines, and that it is completely non-intrusive on
the base- and meta-levels. This is not completely feasible in other systems as their behaviours are
complex and not fully reified as objects. They do not present sufficient surface hooks.

With CodA however, meta-components are simple and fine-grained, and they reify the base-
level object’s operations which is typically the target of monitoring. So, there is generally no need
to look inside the component, we can simply watch from its meta-level.

There may still be cases in which meta-component interface watching may not be sufficient. If
so, whole meta-components must be replaced with monitored versions as described above. Again
though, CodA's fine granularity decreases the impact and cost of doing this as only the operations
being monitored are affected.

7.3.4 Summary

The Vibes application is an example of a system specifically designed for and with CodA. In contrast
to the other examples which use CodA to add unanticipated behaviours ‘after the fact’, the basic
Vibes architecture relies on an object model created in response to its requiremdtiseti@bject

model. Though we did not present it here, we also created concurrent and distributed versions of
Vibes by combining thePortedObject model with theConcurrentObject and ConcurrentObject
models. This example demonstrates the usefulness of CodA both in the design of applications and
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Figure 7.6: MonitoringSend activity

the prototyping of their behaviour.

Further, Vibes is a real and useful application. We use it to analyze the object models and
applications we create using CodA aimfd The performance data discussed in Section 7.1.4
was gathered and analyzed using Vibes. Though not explicitly discussed, it was also used while
developing the distributed expert system tool in Section 7.2.

We have also done a number of ad hoc experiments with novel analysis techniques such as
signal processing and using expert systems for abstracting gathered data. These are discussed in
[26].



Chapter 8

Evaluation

Direct comparison between existing meta-level architectures is a tenuous proposition at best. Ex-
isting architectures typically focus on different aspects of object behaviour and so naturally have
different capabilities. By abstracting out notions of capability we can at least try to position archi-
tectures relative to one another. Users can then match the capabilities of an architecture to their
requirements. We also evaluate our system in terms of end-user performance in an effort to show
that the system is usable as an environment for prototyping and experimentation.

8.1 Capability

Based on the goals outlined in Chapter 1, we identify a number of properties which we use to
informally relate systems to each other. We show that CodA provides a reasonable level of support
for these properties and so satisfies our overall goals for meta-level architecture design. Since most
systems support a reasonable separation between the base- and meta-levels, we do not consider
this aspect in the comparison. Support for the other aspects (i.e., expressiveness, extensibility and
programmability) however varies widely.

The properties used in the analysis are enumerated and described below, and related to existing
architectures in Table 8.1. There is one row in the table for each system and one column for each
property. The meanings of the table’s symbols are given in Table 8.2. We have not listed properties
which we have found to be present or absent from all systems.

1. Isthe programmer’s interface clearly and well-defined? That is, does the architecture specif-
ically set out a programmer’s interface or is it left as an implementation detail? Such an
interface is both in terms of objects and methods. Without a concrete structure, meta-level
programmers are left on their own both to figure out how the system works and how to write
their code so that it can be integrated with that of others. Of primary importance here is
the granularity of the interface. Simply having a few high-level entry points may support
meta-level use but does not support meta-level change. A meta-level object, like all objects,
should present a rich, multi-level interface protocol.

2. Are the architecture’s behaviour abstractions high-level? For the concepts that can be ex-
pressed, do the abstractions presented closely match the fundamental concepts of the system

96
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| Architecture || 1 |2 [3[4[5|6[7[8]9]
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CLOSMOP | o
ABCL/IR2 | x
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AL-1/D
RbClI
Apertos
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Table 8.1: The relationship between meta-level architectures.

| Symbol | Meaning |
Fully and explicitly supported.

Partially (in scope or depth) supported.
Not explicitly supported.

- Not applicable. Depends on unsupported property.

X|O0|®

Table 8.2: Levels of support.

(e.g., message passing)? How many operations must a meta-level programmer invoke to
effect some behaviour. Systems with good abstraction require relatively few since they have
abstracted the details into a higher-level interface.

3. Does the architecture facilitate the description of object behaviour from more than one
computational domain (e.g., sequential, concurrent, multi-threaded or distributed objects)
or are all objects basically the same. This relates to the independence of the architecture
from the object/language models it supports. Is the architecture a mechanism for reifying a
particular language or computational structure, or is it more general. An open architecture
will allow anything to be implemented but having a strong and clear separation between the
architecture and the object models enables both the implementation of radically different
computation styles and the inter-operation of objects using these styles.

4. Does the architecture have specific support for extension? The simple ability to add to the
architecture is insufficient here. Without a framework for tracking and managing this change,
user’s will develop their own ad hoc styles which will clash when combined. Frameworks
can range from simple structuring conventions to explicit mechanical support.

5. Does the architecture support the encapsulation of object models? This is closely related
to the idea of abstraction but for structuring rather than interfaces and execution. Simple
models are easily described by changes to, or the addition of, a few methods or objects in a
restricted area of the meta-level. More complex behaviours affect many methods and objects
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from various parts of the meta-level. We must be able to manipulate entire behaviours as a
small number of atomic concepts regardless of their complexity.

6. Does the architecture support object model combination and configuration? Architectures
with frameworks and encapsulation implicitly support model combination. However, factors
relating to granularity and complexity also come into play when configuring meta-levels.
Combination and configuration support enables the merging of two or more models whose
changes and additions range over diverse parts of the meta-level. This is essential if the
meta-level architecture is to scale to support many different models.

7. Is object behaviour reified to a reasonably fine granularity? All object-oriented meta-level
architectures reify behaviour as objects at the meta-level. The important questions are; how
many and how were they derived? The granularity of the decomposition has a profound
effect on the nature of the use of the meta-level. Finer objects allow more flexibility but
require more maintenance. The objects in a coarser decomposition are more easily used
(i.e., they have a higher-level interface) but the behaviour they describe is more difficult to
reuse.

8. Does the architecture support the reuse of behaviour descriptions (e.g., meta-components)?
If an architecture has a sound framework including model encapsulation then it has implicit
support for reuse. This is enhanced by a consistent and fine-grained decomposition of the
meta-level as well as any explicit reuse mechanisms which may be provided. Decomposition
into methods does not form a sound basis for reuse as individual methods do not generally
support reuse.

9. Does the architecture reify low-level system related behaviours such as garbage collection,
process scheduling and object location? Some of the systems considered have no relation to
such operating system level concepts while others deal mainly with these issues.

The following sections highlight particular points of the considered systems with respect to
these properties and form an explanation of the values in Table 8.1.

8.1.1 CodA

2 Since the basic architecture is independent of a particular language, the abstractions provided
are not as high-level as those found in more language-specific architectures like CLOS. For
example, the architecture has no explicit notion of class. However, implementations may
‘borrow’ concepts like classes from their host language. In the Smalltalk implementation,
normal classes can be extended to define additional or redefine existing meta-components
for its instances.

6 Though CodA’s general architecture of fine-grained objects encourages and supports combina-
tion and reuse, the object model’s configuration management mechanisms (see Section 3.5.1)
are not sufficiently powerful to handle complex situations.
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9 As shown with theConcurrentObject and DistributedObject models, CodA reifies significant
portions of an object’s low-level behaviour. It does not however contain an explicit model
of the underlying system (e.g., the memory or execution systems). These are left to the
implementation platform.

8.1.2 CLOS MOP

The CLOS MOP’s domain is somewhat different from that of CodA in that its aim is to unify various
CLOS object models. This is accomplished by reifying at the meta-level, those components which
describe differing behaviours. The reified behaviours tend to be stareturalthan operational

as in CodA. As a side-effect of the CLOS object model, the definition of behaviour on a per-object
basis does not fit naturally into the CLOS MOP design. The CLOS meta-level architecture is neither
general purpose nor particularly extensible but it is quite powerful within its intended domain.

3,4 The CLOS MOP’s basic execution model is that of CLOS (i.e., method-oriented). It does
not support things like object-specific method invocation reification in a scalable way. The
base-level system (e.g., CLOS) does not generally support the addition of concurrency or
distribution so these concepts cannot be introduced at the meta-level.

5, 6 The MOP is a fragmented reification of behaviour with no mechanism for grouping behaviours
to form coherent wholes. CLOS classes are an insufficient mechanism for this as they are
not independent of the base-level.

7 CLOS MOP metaobjects reify, in objects, the structural nature of CLOS (e.g., classes, methods,
slots, etc.) rather than its operational aspects (e.g., sends, lookups). Operational behaviour
is described in methods on the structural metaobjects. The meta-level is medium-grained.

9 The domain of the CLOS MOP is the CLOS language, not its implementation. As a result, very
few of the underlying details of real CLOS systems (e.g., garbage collectors) are reified in
the MOP.

8.1.3 ABCL/R2

The ABCL/R2 meta-level architecture is one of the few which deals with concurrency. It is quite
open but does not explicitly abstract many object behaviours. Since the ABCL language is quite
simple, this is not a too much of a problem. While it is in theory extendible, the architecture has no
framework or infrastructure for extension. Creating new behaviour for an object implies writing
code rather than changing parameters or plugging-in components as seen in other architectures.
There are no facilities for configuring or structuring the meta-level itself.

1, 2 The ABCL/R2 meta-levelis basically aninterpreter whose design is left up to the implementor.
The architecture itself says little about its structure or the abstractions it contains.

3, 4 ABCL/R2 objects are generally single threaded and concurrent. Forimplementation efficiency
the system also providéghtweight objectsvhich are essentially passive and stateless. There
are no other facilities for extending this set of computational domains.
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5, 6 Since the entire meta-level of an ABCL/R2 object is captured in its metaobject, the metaobject
description implicitly encapsulates an object model. Metaobjects and thus object models are
effectively interpreters, implemented as code and so do not readily support combination and
configuration.

7, 8 The ABCL/R2 meta-level is made up of only a few objects. The internal structure of these
objects is not explicitly set out by the architecture. Without this, the architecture cannot
properly support scalability or reuse.

9 The group model of ABCL/R2 allows the description of some low-level execution behaviours
such as scheduling.

8.1.4 AL-1/D

AL-1/D is one of the few architectures which deals with distribution. It focuses on a set of meta-
level concepts directly related to distribution requirements. Parts of the AL-1/D system can be
mapped onto those of CodA afglas shown in Table 8.3.

| AL-1/D | CodA/T]
Operation Standard CodA meta-components
Migration Tj Marshaling andMigration
System Smalltalk
DE+Resource| Tj infrastructure objects (topology, space, |..)
Statistics Tj monitoring (largely meta-meta-level)

Table 8.3: Mapping from AL-1/D to CodA.

As noted in Section 2.6 and show in Table 8.3, the meta-level is somewhat unbalanced. The
Operation model is equivalent to most of the basic CodA meta-components but the architecture
contains no facilities for intra-model structuring — The behaviour defined and structured in CodA
is unstructured in AL-1/D. Furthermore, the AL-1/D meta-model scheme does not extend to support
the grouping of arbitrary metaobjects into manipulable wholes (i.e., object models).

3, 4 The portion of the meta-level which deals with object execution (i.e., the Operation model) is
explicitly partitioned in AL-1/D. New computational domains are implemented by providing
new Operation models. The models themselves however, contain no infrastructure to support
this modification.

5, 6 The Operation model embodies entire and complete object model descriptions. The architec-
ture does not support sub-models, model intersection, combination or other manipulation.
Nor does it support the grouping of specific meta-models to form a coherent whole.
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7, 8 The AL-1/D meta-level is decomposed into objects but the architecture says nothing in partic-
ular about their granularity or relation to one another. Reuse is provided via the meta-model
concept but the models provided are of varying granularity and complexity.

8.1.5 RDbCI

RbCI is another architecture with support for concurrent objects. The RbCl approach differs from
ABCL/R2 and is similar to CodA in that it does not use the interpreter model of the meta-level.
Rather, the meta-level is looked upon as a collection of objects which provide services to the
base-level objects. Object behaviour is modified by replacing the objects at the meta-level on an
individual basis. Since the meta-level objects are also objects having meta-levels, this can be seen
as pushing the underlying machine further away from the base-level objects only in the areas of
interest (i.e., those reified). CodA and RbCI differ in the level of infrastructure they support and
their approach to meta-level decomposition.

1, 2 The programmer’s interface for RbCl is well-defined in the sense that there are definitions
for many (most) object behaviours. It is not well-defined in the sense that it is not clearly
set out in the literature. Overall many of the interfaces are at quite a low-level and without
higher-level abstractions to ease their use.

3, 4 The architecture is a reification of a specific object model, namely single threaded concurrent
objects. Since the reification is at such a low level, there is some support for the implemen-
tation of other computational domains. However, this support is not explicit.

5, 6 There is no notion of overall object model encapsulation or behaviour grouping.

8.1.6 Apertos

Even though the domains of Apertos and CodA differ significantly, the basic architectures have
quite a bitin common. Both reify the meta-level as objects and provide mechanisms for structuring
and grouping these objects (i.e., Apertos metaspaces and CodA object models). It is difficult to
directly compare the nature of their decompositions due to domain differences.

1, 2 Though not explicitly set out in the current literature, Apertos’ programmer’s interface is
reasonably well-defined. This is a consequence of its role as an operating system which
is used by various client programs. Though its reified structures closely match those of its
domain, they are not particularly high-level or abstract.

3, 4 Apertos is an object-oriented operating system, not an object operating system. As such, itis
not particularly concerned with the description of object behaviours at a level higher than its
execution and resource requirements. It does not definedibpgectbehaviour is described
or structured.

5, 6 The Apertos architecture supports a hierarchynetaspacewhich are used to encapsulate
groups of meta-level objects. Metaspaces are used only as structuring concepts and do not
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play any role at runtime. As such, they are somewhat limited in their support for behaviour
combination and configuration.

7, 8 Though Apertos’ domain (e.g, operating systems) is different from most of the other systems,
its architecture does present areasonably fine-grained reification of the behaviours it supports.
The nature of the decomposition and meta-level framework explicitly supports reuse and
combination.

9 Low-level execution details are the domain of Apertos and so are quite well treated.

8.2 Performance

Our goals for performance fall into two categories; execution and design. On the one hand, to have
an effective system, one which people can actually use, we must have reasonable execution per-
formance. Applications which utilize CodA should not suddenly take several orders of magnitude
longer to run. In addition, the amount of overhead introduced should correspond to the meta-level
reification and modification done. That is, users should only pay for what they use.

On the other hand, usability atesign performances related to how easy the system is to
program, extend and apply. To improve performance in this area the system must support a wide
range of behaviour descriptions and be extensible so as to facilitate completely new behaviours. It
should also use and support typical software engineering practices such as encapsulation and reuse.
Furthermore, when changes to the meta-level are applied, they must not require extensive changes
to the base-level code.

And so a tension arise— A system which is very fast but horribly difficult to use is not very
effective. The converse is also true. Beyond a certain point however, execution performance is
largely an engineering issue. The architectural design issues fall away leaving just implementation
and optimization details. Because of its fine granularity, CodA’s design inherently facilitates
incremental, deep and narrow implementation optimization. Far-reaching changes can be made
in very precise regions of the system without affecting other, unrelated areas (see Section 6.5.2).
Beyond this, the main focus of our work has been on design performance.

Design performance is difficult to show in quantitative terms. Chapter 7 is mostly concerned
with demonstrating CodA’s design performance by way of real-world examples. The most convinc-
ing evidence of CodA’s design performance is its integration with the underlying implementation
environment and the degree to which meta-level changes are isolated from the base-level code.
We have shown that real applications can be quite radically altered with negligible changes to the
original code. In some cases the changes required have no impact on the application semantics of
the objects (see Section 7.2). This is very high performance from the design and use point of view.

In addition, we have designed numerous object models describing widely differing behaviours
and have implemented these within the same architecture. Since the behaviours are encapsulated in
concrete objects, they can be directly applied and reused in many different situations. We have also
shown how the meta-level is completely extensible in that it facilitates the creation and attachment
of completely new behaviours to objects. In addition, all of these behaviours and models can be
freely combined.
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8.2.1 Execution performance

CodA is intended as a platform for experimentation with object behaviour and object model design,
and application implementation. Its main mode of use is that developers prototype their applications
and object behaviours until they find those which meet their requirements. Then, if execution
performance is found lacking, the implementation of individual or groups of objects and meta-
components is optimized. In general, we have found that it is not appropriate to overly optimize
the architecture itself as this would limit our expressiveness and ability to reuse prior work.

We must however, recognize the need for eliminating the excessive costs of using a meta-level
architecture in the first instance (i.e., the prototyping phase). CodA approaches this in a number
of ways. First, the overall architecture is one of individual behaviour replacement. Meta-level
users only pay for that which they use. All non-reified and unmodified meta-level operations are
implemented by the underlying language environment’s native mechanisms.

Because of this, even without explicit optimizations, CodA @pgerform well within accept-
able bounds for experimental purposes. The worst cadelfaeification of a complete message
send/receive cycle in the Smalltalk implementation is about an order of magnitude increase in
runtime. While this may seem high at first, readers are reminded that not all message exchanges
in a system need be reified and even those which are, need not be fully reified. In CodA you only
pay for what you reify. As a result, the performance overhead seen in actual applications will vary
substantially from this.

In real applications, while the actual performance ratios depend on the amount and type of
behaviour reification done, we have found that the general trend holds across a number of applica-
tions. Table 8.4 gives the performance of applications done with CodA pndrmalized to that
of the pure Smalltalk version.

| Application | Smalltalk | CodA | Tj |
2DN-Body | 1(1.5s) | 4 |25
Waltz 1 1(9.7s) 3 20
Waltz2 | 1(9.7s) | 5 |42

Table 8.4: CodAT] performance

TheSmalltalk column represents the fastest, optimized implementation of the problem directly
in Smalltalk. This column is the basis for the comparison and contains the normalized speed value
(e.g., 1) and the actual runtime in seconds. The performance data in the other columns is relative to
this plain Smalltalk performance. Ti@dA column is the same as the Smalltalk implementation
but with certain objects fully reified and perhaps with new behaviours such as concurrency added.
The difference between these two columns largely represents the overhead of introducing explicit
meta-level components to the system. In cases where concurrency has been added there are also
process switching and scheduling costs which are unrelated to the cost of using CodA’s meta-level
architecture. Th&]j column depicts the performance of the same application and code but with
certain objects physically distributed over a multiprocessor topology. Which objects are distributed
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and how they are distributed depends on the problem itself.

We have done a number of these experiments with different applications and different configu-
rations. It would be redundant and confusing to show them all, so we have selected these examples
which are representative of the applications in general.

The N-Body (see Section 7.1) experiments were done with 1024 particles. The CodA runs
were done with concurrent particles and quadtree notiesins had particles randomly distributed
randomly over 64 processors of a Fujitsu AP1000. Quadtree nodes were created on the processor
of the first particle they contained as the tree was built.

Both Waltz examples (see Section 7.2) were runs of the standard Waltz line labeling rule-base
on the same sets of lines. For Waltz 1, the CodA runs had fully reified facts. [hjthas the
facts were both reified and distributed over 64 nodes of a Fujitsu AP1000. Waltz 2 follows suit
but reifies and distributes the actual implementation of the expert system (i.e., the Rete pattern
matching network).

Note that in the case of systems usirjgby far the biggest factor affecting speed is inter-node
message passing time. In the current implementation this is dominated by the highly sophisticated
but somewhat costly object marshaling mechanism described in Section 5.2.2. For example, fully
general message marshaling of in the N-Body application takes an average of 3ms per message
with an average message length of 82 bytes.

We have implemented more efficient but less capable marshaling mechanisms, but in the end
found that the difference in expressive power is well worth the execution overhead. This may not be
true in all cases and users are free to substitute highly optimized marshaling components on a use-,
object-, class- or system-wide basis. The values given in Table 8.4 are derived from experiments
using the fully general marshaling mechanism.

The messaging times are also affected by the implementation problems pointed out in Sec-
tion 5.5. Namely that there is some amount of unnecessary copying due to library layering and that
message responsiveness is hampered by the lack of interrupts. It is expected that future versions
of the AP1000 OS will eliminate some of these problems and that that platform’s implementation
will see commensurate performance increases.

8.2.2 Performance perspective

To put CodA andTj’s performance in perspective with other systems we looked at RbCl and AL-
1/D, two systems which were shown to be similar in domain and capability in the preceding section.
In particular, we look at their speed with respect to distributed object operations to give a sense of
performance in distributed end-user applications.

In [18] the runtime overhead introduced by modifying two system behaviours with RbCl code is
discussed. Itis shown that while the normal system takes 9.8ms to run a particular test, the modified
version takes 600ms. A factor of 61 slower. While the nature of the changes is not given in detalil,
this is significantly more than we have seen in any of our experiments with remote messaging
reification. Interestingly however, RbCl allows the user to replace the RbCl-based meta-level
modifications with C++ based code and achieve a speed-up over the original unmodified meta-
level. This same capability is available ) through specialization of an objecti@arshaling
component or the specification of optimized marshaling descriptors.
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AL-1/D’s remote messaging is quite fast. It introduces just 30% overhead to standard Unix
stream data transfer. CodA ahgmplemented in Smalltalk cannot match this performance because
they use a very general object marshaling scheme which trades runtime efficiency for flexibility.
As outlined above, programmers can easily modify the marshaling technique used for the system,
instances of a class, a particular instance or a particular use of an instance to regain the efficiency
but at the cost of flexibility. To date, our experiments with real applications have not indicated that
this is necessary.

8.3 Summary

In this chapter we show that CodA satisfies our goals for meta-level architecture design by rating its
support for various concrete properties of meta-level design. We also use this set of properties as a
basis for a comparison between CodA and existing architectures. While deriving absolute notions
of ‘better’ or ‘worse’ is difficult in this situation, CodA is shown to be broader based than existing
systems. This is due in part to the relatively narrow domain defined for many architectures.

We also show that CodA compares favorably to existing systems in terms of performance and
that, more importantly, the performance realized by end-users (e.g., time to run a program) is
reasonable. That is, the system as implemented in Smalltalk is usable for creating, testing and
applying new object behaviours.

We also note that runtime performance is not the only measure of usability. CodA is com-
pletely integrated with the Smalltalk programming environment and so can draw on its powerful
programming tools in support of the programmer’s efforts. Other systems, while integrated with
their implementation environment, are implemented in systems with relatively poor programmer
and software engineering support.

CodA has been shown to provide a rich meta-level architecture which is as capable as existing
systems when compared on specific points. This level of support is provided across a wide range
of capabilities. It was also found to be usable both in run-time and program-time performance.
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Conclusions

We have identified an important problem in software engineering and complex system development.
Namely that an object’s base-level semantics and its computational behaviour are not well separated
by current technology and techniques. This prevents users from building objects which have widely
varying computational behaviour. It also prevents users of object (class) libraries from (re)using
the libraries in paradigms for which they were not designed. These are severe restrictions in the
current environment of complex, widely scoped systems.

We have traced the problem back to the implicit inclusion of base-level language concepts
and constructs in the design of typical meta-level architecture. These architecturesppdmile
within their domain, are not open to large-scale deviations from their original behaviour. There
is no framework or infrastructure for supporting the addition of completely new concepts in an
integrated way.

To address this we developed CodA, a meta-level architecture which is free of these language-
based constructs and assumptions. CodA is based mpemtionaldecomposition of object
behaviour. This approach reifies into objects, the operations required for basic object execution.
As aresult, it is necessarily fine-grained and independent of base-level language semantics.

The decomposition is set in a generic framework which supports the composition and com-
bination of the resultant components. Meta-levels, and thus object behaviour specifications, are
constructed by composing definitions of the various operations (e.g., message sending and method
lookup). The framework includes a powerful grouping and abstraction mechaotigmet models
which are used to construct representations of higher-level object behaviours such as concurrency,
distribution and classes.

We demonstrate that our approach is powerful in several ways. The design is implemented in,
and completely integrated with, an industrial-grade software development environment, Smalltalk.
Our ability to use the CodA features transparently and ubiquitously in the host environment is a
strong indication of its independence from base-level semantics.

Using this implementation we designed and built several non-trivial models of object be-
haviour which vary widely in their computational domains. Models sucbisisibutedObjects
andPortedObjects represent substantial deviations from normal object behaviour yet they are im-
plemented in the same framework, can co-exist and can even be combined and applied to the same
object. This is done with very little impact on the object’s base-level code.
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These models, and thus the framework as a whole, are shown to be useful in real-world situations
by applying them to the implementation of several applications. Each application demonstrates
a different aspect of CodA’s features and capabilities. In particular, the N-Body solver system,
highlights CodA as a good environment for algorithm and application prototyping. We show that
new behaviours (e.g., distribution) are easily added to applications and demonstrate how these are
monitored and varied to get different computational effects (e.g., remove bottlenecks).

Another very interesting result was obtained by applying CodA and some of its object
models to a real, non-trivial, third-party, commercial application; an expert system tool called
ENVY/Expert We showed that we were able to add significant concurrency and distribution
throughouENVY /Experts implementation and further, that our techniques could be applied even
within the language system (rule-based productions) definedNbyY /Expert Analysis of the
effort and modifications required to effect these changes revealed that only 34 of approximately
1,000 methods needed to be added or modified. Of these, half are showartodiationsvhich
have no effect on base-level semantics while the other haki@dé@ional methods required only
for configuration and maintenance of the new behaviours.

A further non-trivial application, Vibes, a data analysis system, shows how CodA is useful
in designing and integrating applications with completely new computing demands. Rather than
applying our modifications to otherwise functioning applications as in the previous examples, Vibes
is designed around a new model of object-to-object interactomedObjects. PortedObjects are
objects which interact via data flowing over channels and ports. By meta-level manipulation we
allow programmers to adapt and use normal Smalltalk objects in this new and radically different
domain. This style of programming is very useful to developers as it gives them immediate access
to a vast array of classes for use in their computing domain.

9.1 Perspectives and future work

The benefits we have shown are clearly derived from the exclusion of base-level language constructs
from the meta-level. Thatis, ooperational decompositiorThis decomposition technique enables

the description of behaviours which are completely foreign to the underlying object system. It also
allows us to construct a generic framework for organizing and managing these behaviours. We
have shown that thebject modetoncept is a superset of the organizational structures commonly
found in other systems (e.g., classes). Detailed evaluation of CodA relative to other systems finds
it to be at least as powerful in comparisons of individual points of capability and much broader
ranging in its support for the key properties of meta-level architectures.

With the operational approach in mind, we feel that good progress can be made in the area of
support for the automatic combination of meta-level concepts. This s, in general, an open problem
but we note that CodA has a number of inherent features which ease the combination problem. In
particular, the fine-grained encapsulation of potential points of conflict. This should be extended
with additional support for object model requirements identification and meta-component capability
specification. Using this as a basis, we can build systems to reason about and resolve conflicts
automatically. This design is compatible with, and complementary to, the current state-of-the-art
composition techniques such as those found in Moostrap [30].



CHAPTER 9. CONCLUSIONS 108

In addition, we are particularly interested in applying techniques related to partial evaluation
and dynamic compilation to the problem of meta-level combination and optimization. We envisage
a system where distinct meta-components are used for prototyping object meta-levels but once the
best meta-level design for a particular situation is determined, the componeoatsrgreesseto
one (or a small number of) objects by partial evaluation and dynamic compilation. By remembering
something of their original form, compressed meta-levels coulddz®mpresseback into their
flexible, modifiable form.
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Appendix A

Default Meta-component code

The following are the default implementations for many of the methods mentioned in the body
of the paper. They are given as a point of reference so readers can judge the amount of change
required to effect the behaviours described.

DefaultSend»send: message for: base
“message receiver meta accept
accept: message for: message receiver

DefaultSend»reply: result to: message for: base
| reply |
reply := message asReply.
reply arguments: (Array with: result).
~reply receiver meta accept
acceptReply: reply for: reply receiver

DefaultAccept»accept: message for: base
"base meta queue enqueue: message for: base

DefaultAccept»acceptReply: message for: base
base meta execution processimmediately: message for: base

DefaultQueue»enqueue: message for: base
Abase meta execution process: message for: base

DefaultQueue»nextFor: base
nil

DefaultReceive»receiveFor: base
"base meta queue nextFor: base

DefaultProtocol»methodFor: message for: base
"self lookupTable at: message selector
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DefaultExecution»execute: method with: arguments for: base
"method executeFor: base withArguments: arguments

DefaultExecution»process: message for: base
| method |

method := base meta protocol methodFor: message for: base.

"self execute: method with: message args for: base

DefaultExecution»processimmediately: message for: base
Aself process: message for: base

DefaultState»at: id for: base
"self slots at: id

DefaultState»at: id put: value for: base
"self slots at: id put: value
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Example code

The following sections the code for two of the applications dicussed in Chapter 7, the N-Body
problem and the expert system. Rather than giving all the code, we attempt to highlight the areas
where changes were required during the addition of concurrency and distribution. Obvious and
accessor (get and set) methods have been elided.

B.1 N-Body

Object
Particle ('position mass velocity acceleration’)
QuadTree (‘area children data’)
Solver ('tree particles’)

Figure B.1: N-Body application class hierarchy

B.1.1 Particle
Instance methods

accelerationOn: pos
"Answer the acceleration caused by the receiver exerting a Newtonian force
something at pos."
| distance |
distance := self position dist: pos.
\(self position - pos) * self mass / (distance raisedTo: 3)

calculateAccelerationin: root
self acceleration: (root forceOn: self position)
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mergeWith: particle

| totalMass |
position isNil ifTrue: [

position := particle position.

mass := particle mass.

velocity := particle velocity.

"self].
velocity := velocity + particle velocity.
totalMass := mass + particle mass.
position := particle weightedPosition + self weightedPosition / totalMass.
mass := totalMass

moveOver: dt
"move the receiver using acceleration over the time frame denoted by dt
| newVelocity dt2 |
dt2 :=dt/ 2.0.
newVelocity := velocity + (acceleration * dt).
position := position + (velocity * dt2) + (newVelocity * dt2).
velocity := newVelocity.
acceleration:=0@ 0

weightedPosition
Aposition * mass

B.1.2 QuadTree
Class methods

for: object in: area
Aself new
area: area;
data: object

Instance methods

add: object

| cPos oPos |

(object isNil
or: [(self area containsPoint: (oPos := object position)) not])
ifTrue: [*self].

self isEmpty ifTrue: ["self data: object].

self isLeaf ifTrue: [
(cPos := self data position) = oPos ifTrue: [*self].
(self childFor: self data at: cPos.
self data: nil].

(self childFor: object at: oPos
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addAll: objects
objects do: [:object | self add: object]

childAreaFor: position
Ixyal
a = self area.
x :=aleft + aright/2.0.
y = a bottom + atop / 2.0.
Aposition X < X
ifTrue: [
positiony <y
ifTrue: [*a origin corner: X @ Y]
ifFalse: [*a origin X @ y corner: X @ a corner y]]
ifFalse: [
positiony <y
ifTrue: [*x @ a origin y corner: a corner x @ v]
ifFalse: [*x @ y corner: a corner]]

childCount
N

childFor: object at: position

"Answer a child to hold object at position. If such a child does not

exist then create one and answer the new child."
| child index |

child := self children at: (index := self childindexFor: position).

child isNil ifFalse: [*child].

child := self class for: object in: (self childAreaFor: position).

Aself children at: index put: child

childindexFor: position

Ixyal

a = self area.

x :=aleft + aright/ 2.0.

y := a bottom + a top / 2.0.

position x < X
ifTrue: [position y <y ifTrue: [*1] ifFalse: [4]]
ifFalse: [position y <y ifTrue: [*2] ifFalse: [*3]]

containsPoint: point
"self area containsPoint: point

do: block
| result |
self isEmpty ifTrue: ["self].
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self isLeaf ifTrue: ["block value: self data].
children do: [:c | c isNil ifFalse: [result := ¢ leafDo: block]].
~result

forceOn: position
| result |
self isEmpty ifTrue: [*"0 @ O].
self isLeaf ifTrue: [
\(self containsPoint: position)
ifTrue: [0 @ O]
ifFalse: [self data accelerationOn: position]].
((self containsPoint: position) not and: [self isFarEnough: position])
ifTrue: [*self data accelerationOn: position].
result ;=0 @ 0.
self children do: [:c |
c isNil ifFalse: [result := result + (c forceOn: position)]].
~result

iISEmpty
"data isNil and: [self isLeaf]

isFarEnough: position
Aself area width < ((position dist: self data position) * 0.5)

isLeaf
self children do: [:c | ¢ isNil ifFalse: [*alse]].
Mrue

prepare
self isLeaf ifTrue: [*self].
self data: (
VirtualParticleClass new mass: 0.0 position: nil velocity: 0.0).
self children do: [:c |
c isNil ifFalse: [
C prepare.
self data mergeWith: ¢ data]]

B.1.3 Solver

addParticle: p
self particles add: p.
~self tree add: p

iterate: count
count timesRepeat: [
self stepOver: 0.3.
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self updateTree]

calculateAccelerations
self particles do: [:particle |
particle calculateAccelerationin: self tree]

moveParticlesOver: dt
self particles do: [:particle | particle moveOver: dt]

stepOver: dt
self tree prepare.
self calculateAccelerations.
self moveParticlesOver: dt

updateTree
self tree: (self tree class for: nil in: self tree area).
self tree addAll: self particles

B.1.4 Distributed QuadTree

The following are the methods which were changed or added to introduce distribution and concur-
rency to the application. Each method is marked with its change classification (see Section 6.5.1)
and the actual changes (if any) are noted by & the left margin.

Class methods

"Required Annotation"

for: object in: area

-> self newForkConcurrent
area: area;
data: object

"Required Addition"

TjreplicationDescriptorFor: anObject
"Answer a descriptor which copies and replicates the default slots."”
t((true rep true) (|| clearDataAndChildren) (-> add:))

Instance methods

"Required Annotation"
add: object
| cPos oPos d |
(object isNil or: [
(self area containsPoint: (0Pos := object position)) not])
ifTrue: [*self].
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self isEmpty ifTrue: ["self data: object].
self isLeaf ifTrue: |
d := self data.
(cPos := d position) = oPos ifTrue: [*self].
->  self childFor: d at: cPos in: (d meta state spaceFor: d).
self data: nil].
-> (self childFor: nil at: oPos in: (object meta state spaceFor: object))
-> <> (M b add: object)

"Required Addition"

childFor: object at: position in: space
"Answer a child to hold object at position. If such a child does not
exist then create one in space and answer the new child."
| child index |
child := self children at: (index := self childindexFor: position).
child isNil ifFalse: [*child].
child :=

->  (self class in: space) for: object in: (self childAreaFor: position).
Aself children at: index put: child

"Optional Semantic. Enable concurrency using Fork/Join iteration”
forceOn: position
| accels |
self isEmpty ifTrue: [*0 @ O].
self isLeaf ifTrue: [
\(self containsPoint; position)
ifTrue: [0 @ O]
ifFalse: [self data accelerationOn: position]].
((self containsPoint: position) not and: [self isFarEnough: position])
ifTrue: [*self data accelerationOn: position].
-> accels := OrderedCollection new.
-> self children
-> do: [:c| c isNil ifFalse: [accels add: (c forceOn: position)]].
-> Maccels inject: 0 @ O into: [:result :a | result + a]

"Optional Semantic. Enable concurrency using Fork/Join iteration”
prepare

| kids |

self isLeaf ifTrue: ["self].

self data: (

VirtualParticleClass new mass: 0.0 position: nil velocity: 0.0).

-> kids := OrderedCollection new.
-> self children do: [:c | c isNil ifFalse: [kids add: ¢ prepare]].
-> kids do: [:kid | self data mergeWith: kid data]
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B.1.5 Distributed Solver
Class methods

"Required Addition"
TjreplicationDescriptorFor: anObject
"Answer a descriptor which copies only the tree slot. The default.”
Mt((true nil)
(|| calculateAccelerations moveParticlesOver: addParticlesTo:))

"Required Addition"
TjreplicatingReplicationDescriptorFor: anObject
"Answer a descriptor which replicates the tree slot."
Nt((rep nil)
(|| calculateAccelerations moveParticlesOver: addParticlesTo:))

TjClassArgUseSpecs
"Answer the known argument usage for the receiver's methods. This
method can be auto- or hand-generated."
Nt((initialize:using: (ref (nil nil nil true true deep nil true deep))))

Instance methods

"Required Structural. Give a hook for replica multicasting."
addParticlesTo: t
particles synchronousDo: [:p | t add: p]

"Required Annotation. Make into a synchronous operation."
-> self particles synchronousDo: [:particle |
particle calculateAccelerationin: self tree]

"Required Annotation”

stepOver: dt

-> self tree <> (M b prepare).

-> self <> (M b calculateAccelerations).
-> self <> (M b moveParticlesOver: dt)

"Required Structural”
updateTree

self tree: (self tree class for: nil in: self tree area).
-> self addParticlesTo: self tree

B.1.6 Invocations

Given the above classes and methods we can create various configurations of the N-Body problems.
Below are four helper methods used for creating and initializing various objects. Following those
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are four methods which create different problem topologies. Note thafpteeargument is an
instance ofroblemDescription which is just a convenient repository for configuration state.

Solver class helper methods

instantiate: spec
"Make a solver which is replicated in space and the root of the tree is
replicated in spaces as well."
| selector problem |
selector := self problemSelectorFor: spec.
problem := self perform: selector with: spec.
self initialize: problem using: spec.
~problem

createParticle: particleClass x: x y: y

Ip|
p := particleClass new.

p
mass: Random next * 100
position: (Random next * x) @ (Random next * y)
velocity: (Random next * 6 - 3) @ (Random next * 6 - 3).

“p

initialize: problem using: spec
Ixyp]|
X := spec dimensions width.
y := spec dimensions height.
spec particleCount timesRepeat: [
p := self createParticle: spec particleClass x: x y: V.
problem <> (M b addParticle: p)]

problemSelectorFor: spec
~('createProblem’, spec name, ") asSymbol

Problem creation methods

createProblem1l: spec
"Make a solver which only distributes the tree and does no caching or
replication."”
| solver |
solver := spec solverClass newForkConcurrent.
solver tree: (spec treeClass for: nil in: spec dimensions).
Asolver

createProblem2: spec
"Make a solver which replicates the tree root in spaces.”
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| solver tree |
solver := spec solverClass newForkConcurrent.
solver tree: (tree := spec treeClass for: nil in: spec dimensions).

tree meta replication
replicatelnAll: spec spaces using: #default for: tree.
Asolver

createProblem3: spec
"Make a solver which is replicated in spaces but the tree is not.”
| solver |
solver := spec solverClass newForkConcurrent.
solver tree: (spec treeClass for: nil in: spec dimensions).
solver meta replication
replicatelnAll: spec spaces using: #default for: solver.
Asolver

createProblem4: spec
"Make a solver which is replicated in space and the root of the tree is
replicated in spaces. Note the #replicating in the replicatelnAll:
message."
| solver |
solver := spec solverClass newForkConcurrent.
solver tree: (spec treeClass for: nil in: spec dimensions).
solver meta replication
replicatelnAll: spec spaces using: #replicating for: solver.
Asolver

B.2 EXpert system

This section outlines the new and annotated code required to convert the original sequential unipro-
cessor expert system to a concurrent distributed system (see Section 7.2 for more details on the

application itself).

B.2.1 Annotations
Concurrency control

The default activity for an active object is to simply loop getting messages and processing them.
Inference engines are slightly different in that they are essentially compute servers. ldeally they
would just continually process activated rules but they must also admit external control in a graceful
way. Here we describe an engine which gives priority to external messages before running any
available activations.

InferenceEngine class»CodAactivityBlockFor: anObject
"Describe the basic execution pattern for active InferenceEngines"
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N[| message result |
[true] whileTrue: [
-> anObject isInRunningState

-> ifTrue: [
message = anObject meta receive nonBlockingReceiveFor: anObject.
-> message isNil
-> ifTrue: [anObject runOneStep]
-> ifFalse: [

result := anObject meta execution process: message for: anObject.
anObject meta send reply: result to: message for: anObject]]
ifFalse: [
message = anObject meta receive receiveFor: anObject.
result := anObject meta execution process: message for: anObject.
anObject meta send reply: result to: message for: anObject]]]

Public interface specification

In creating an active object we need to specify which of its methods are to be made available
for public/concurrent use. We can specify all methods, no methods or a subset of the object’s
existing methods. In many senses, the methods specified as public here are equivalent to Emerald’s
monitored methods. Senders of these messages are guaranteed that the methods will be executed
in a concurrency controlled and safe way.

RuleAgenda class»CodApublicMethods
"Declare the public interface for instances of the recevier"
~super CodApublicMethods
addAll: #(addActivation: removeActivation: remove: selectAndRemove:
removeSelection);
yourself

InferenceEngine class»CodApublicMethods
"Declare the public interface for instances of the recevier"
super CodApublicMethods
addAll: #(resume run step stop suspend stepEngineWithActivations:
acceptNewObject: modifyObject: removeObject:);
yourself

GeneralNode class»CodApublicMethods
"Declare the public interface for instances of the recevier"
~super CodApublicMethods
addAll: #(clearWithEngine: acceptNewToken:
acceptNewObject:withClass:fromEngine: removeObject:withClass:);
yourself

LocalTrigNoVarNode class»CodApublicMethods
"Declare the public interface for instances of the recevier"
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~super CodApublicMethods
addAll: #(acceptNewObjectModified:withClass:);
yourself

LocalTrigOneVarNode class»CodApublicMethods
"Declare the public interface for instances of the recevier"
super CodApublicMethods
addAll: #(acceptNewObjectModified:withClass: removeObject:withClass:);
yourself

LocalTrigVarNode class»CodApublicMethods
"Declare the public interface for instances of the recevier"
~super CodApublicMethods
addAll: #(acceptNewObjectModified:withClass:);
yourself

NoVarNode class»CodApublicMethods
"Declare the public interface for instances of the recevier"
Asuper CodApublicMethods
addAll: #(removeObject:withClass:);
yourself

Marshaling, Replication and Migration descriptors

Many objects have special requirements when they are communicated between processors. These
requirements vary depending on the use-case. For example, an object’s default marshaled repre-
sentation may not be effective as a migration representation. To cope with this we allow classes
to be annotated with default descriptors for various operations such as marshaling and migration.
The methods below set out such defaults.

Shell»addFactObject: anObject
"Before asserting anObject, modify its marshaling descriptor to cache
its class when passed as a reference."
-> anObject meta marshaling descriptor: #classed.
engine acceptNewObject: anObject.
engin resume

Configuration class»TjmigrationDescriptorFor: anObject
"Define the default “shape’ of receiver instances when they are migrated"
ATjMarshalDescriptor reg: #(true nil true nil nil true true)

Implementation class»TjmigrationDescriptorFor: anObject
"Define the default “shape’ of receiver instances when they are migrated"

TjMarshalDescriptor reg: #(true true true)

FactBaselmplementation class»TjmigrationDescriptorFor: anObject
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"Define the default “shape’ of receiver instances when they are migrated"
ATjMarshalDescriptor reg: #(true -2 -2)

RuleBaselmplementation class»TjmigrationDescriptorFor: anObject
"Define the default “shape’ of receiver instances when they are migrated"
ATjMarshalDescriptor reg: #(true deep true -2 shallow)

InferenceEngine class»TjmigrationDescriptorFor: anObject
"Define the default “shape’ of receiver instances when they are migrated"
ATjMarshalDescriptor reg: #(
true true true shallow nil true true shallow true deep true deep)

Activation class» TjmigrationDescriptorFor: anObject
"Define the default “shape’ of receiver instances when they are migrated”
ATjMarshalDescriptor reg: #(true true true true)

GeneralNode class»TjmigrationDescriptorFor: anObject
"Define the default “shape’ of receiver instances when they are migrated"
ATjMarshalDescriptor
reg: #(true true true shallow -2 shallow -2 true true shallow true)

Token class»Tjisimmutable: object
"Declare whether or not instances of the receiver are immutable"
Mrue

Token class»TjmarshalValueOnly
"Declare if receiver instances must only be marshaled as values"
Mrue

B.2.2 Additions
Initialization

The following methods are used to traverse an expert system’s implementation after it has been
created and install or remove concurrency. Despite the name ‘initialize’, these methods can actually
be used after the system is initially created to dynamically change the way it runs.

Shell»initialize Active
"Initialize the receiver (and its depends) to function actively"
self configuration inferenceEngine initializeActive

InferenceEnginexinitializeActive
"Initialize the receiver (and its depends) to function actively"
self context initializeActive.
self ruleAgenda initializeActive
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RuleAgendasinitializeActive
"Initialize the receiver (and its depends) to function actively"
(self meta concurrentFor: self) ifTrue: [self meta execution resume]

Implementation»initializeActive
"Initialize the receiver (and its depends) to function actively"
self ruleBaselmplementation initializeActive

RuleBaselmplementation»initializeActive
"Initialize the receiver (and its depends) to function actively"
self implementation do: [:node | node initializeActive]

GeneralNodesinitializeActive
"Initialize the receiver (and its depends) to function actively"
self followingNode notNil ifTrue: [self followingNode initializeActive].
(self meta concurrentFor: self) ifTrue: [self meta execution resume]

Shell»initializePassive
"Initialize the receiver (and its depends) to function passively"
self configuration inferenceEngine initializePassive

InferenceEnginexinitializePassive
"Initialize the receiver (and its depends) to function passively"
self context initializePassive.
self ruleAgenda initializePassive

RuleAgendavinitializePassive
"Initialize the receiver (and its depends) to function passively"
self meta concurrentUninitializationFor: self

Implementation»initializePassive
"Initialize the receiver (and its depends) to function passively"
self ruleBaselmplementation initializePassive

RuleBaselmplementation»initializePassive
"Initialize the receiver (and its depends) to function passively"
self implementation do: [:node | node initializePassive]

GeneralNodesinitializePassive
"Initialize the receiver (and its depends) to function passively"

self followingNode notNil ifTrue: [self followingNode initializePassive].

self meta concurrentUninitializationFor: self
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Local remote object processing

The following methods enable the local processing of some generic methods available to all objects.
These methods are copies of the ones found in Gagst in the expert system’s implementation.

TjRemoteReference»exist
"By default an object exists and an UndefinedObject does not exist.
Since the receiver is a remote object and nil cannot be remote we can
answer this question immediately.”
Mrue

TjRemoteReference»goFor: aninferenceEngine
"Add the receiver as a new fact in the context of aninferenceEngine.
aninferenceEngine acceptNewObiject: self

TjRemoteReference»modifiedFor: aninferenceEngine
"The receiver is a modified fact in the context of aninferenceEngine."
aninferenceEngine modifyObject: self

TjRemoteReference»removeFor: aninferenceEngine
"Remove the receiver from the context of aninferenceEngine."
aninferenceEngine removeObject: self



